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Evaluation of Network Equivalents for Voltage
Optimization in Multi-Area Power Systems

Yannick Phulpin, Student Member, IEEE, Miroslav Begovic, Fellow, IEEE, Marc Petit,
Jean-Baptiste Heyberger, and Damien Ernst, Member, IEEE

Abstract—The paper addresses the problem of decentralized op-
timization for a power system partitioned into several areas con-
trolled by different transmission system operators (TSOs). The op-
timization variables are the settings for taps, generators’ voltages
and compensators’, and the objective function is either based on
the minimization of reactive power support, the minimization of
active power losses, or a combination of both criteria. We sup-
pose that each TSO assumes an external network equivalent for
its neighboring areas and optimizes without concern for the neigh-
boring systems’ objectives its own optimization function. We study,
in the context where every TSO adopts the same type of objective
function, the performance of an iterative scheme, where every TSO
refreshes at each iteration the parameters of its external network
equivalents depending on its past internal observations, solves its
local optimization problem, and then, applies its “optimal actions”
to the power system. In the context of voltage optimization, we find
out that this decentralized control scheme can converge to nearly
optimal global performance for relatively simple equivalents and
simple procedures for fitting their parameters.

Index Terms—Decentralized control, multi-TSO power system
operation, network equivalent, reactive power scheduling, voltage
management.

I. INTRODUCTION

I N multi-area power system operation, it is commonly ad-
vocated that new interconnections should be developed, not

only for economic reasons but also for operating those systems
with higher security margins through sharing of power reserves
[1]. However, a better coordination of transmission system oper-
ators (TSOs) actions could also help in increasing security mar-
gins. Bialek [2] emphasizes that poor coordinated operation may
even increase the risk of blackout for multi-TSO power systems.

As discussed in [3], the influence that the controls of one TSO
may have on the system variables of its neighboring areas has
led, for easing operation, to two major trends for organization
and control of interconnected power systems. On one hand, the
emergence of some Mega TSOs resulted from the aggregation
of several smaller ones (e.g., the regional transmission organ-
ization PJM has gradually expanded its operation in the USA
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over the last years and ensures now the reliability of the electric
power supply system in 13 states and the District of Columbia).
On the other hand, where the regrouping of TSOs into large en-
tities has not occurred, new strategies to coordinate the actions
of those entities have been studied and implemented. By way of
example, we mention numerous research papers proposing co-
ordination methods for multi-TSO power systems (e.g., Y. Li
et al. outline in [4] a scheme for coordinating path transfers to
increase transfer capability while P. Panciatici et al. describe in
[5] the benefits of inter-TSO coordination for tertiary voltage
control). We also mention the “UCTE Operation Handbook”
[6], which sets the rules for close co-operation between member
companies to make the best possible use of the benefits offered
by interconnected operation.

This paper studies the performance of some decentralized
control schemes aiming at solving some optimization problems
within such a multi-TSO framework. The study focuses on the
optimal reactive power scheduling problem, where the opti-
mality criterion is either based on the minimization of active
power losses, the minimization of reactive power support, or
the minimization of weighted sums of the active power losses
and the reactive power support. Those optimization problems
have been widely studied when considering a centralized op-
timization framework and, in such context, are often referred
to as optimal power flow (OPF) problems. Paper [7] addresses
the problem of minimization of reactive power support, when
a centralized entity has access to all the control variables and
has full information about the whole power system. In a similar
setting, [8]–[10] consider the problem of minimization of active
power losses, and [11], [12] some mixed objective functions.
While research in decentralized optimization schemes for
power systems is still in its infancy, especially when compared
with the large body of work related to centralized optimization,
several papers have already studied decentralized optimization
schemes in power systems. We mention for example [13],
where the authors propose a decentralized OPF that can achieve
nearly optimal performance through appropriate exchange of
information. In [14], the decentralized scheme studied does
not rely on an explicit exchange of information between the
TSOs since the information is rather exchanged implicitly by
observing the influence of the TSO’s actions on the other areas
of the power network. Also, M. Ilic et al. highlight in [15]
the danger that decentralized optimization may have on power
system security when conflicting local strategies result in a
reduction of each TSO’s own performance criterion.

Hence, there seems to be an overall consensus between
academics and industry that decentralized optimization control
schemes should exhibit several characteristics such as sim-
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Fig. 1. Role of TSO � in the decentralized optimization scheme.

plicity and robustness with respect to various configurations of
the power system and loss of communication channels. They
should also give close-to-optimal performance with the optimal
performance being achieved by a centralized control scheme
having full information about the whole power system and
access to every control variable.

We focus on one particular type of the control scheme, whose
main features are sketched on Fig. 1. The scheme is iterative
in nature and reproduces a decentralized reactive power sched-
uling. At each iteration, every TSO concurrently solves an op-
timization problem, for which the function to optimize corre-
sponds to the terms of the global optimization function related
to its own area, and then applies its control actions on the system.
Also, the TSOs can update, based on the observations made
at the interconnections, the parameters of the external network
equivalents they use to represent their neighboring areas. The
scheme is obviously simple since, among others, it requires no
need for communication between the different TSOs or for a
centralized authority to coordinate their actions. Two key ele-
ments of this iterative control scheme are the type of equivalents
used by every TSO to represent its neighboring areas, and the
procedure the TSOs adopt to refresh, in every iteration, the pa-
rameters of those equivalents to “best” fit the observations made
at the interconnections.

The goal of this paper is to study through numerical simu-
lations the influence of those key elements on the performance
of the decentralized control scheme, and its robustness in case
of several “time-invariant” power systems, where the demand
consumption and the active power generation dispatch are
fixed. While the set of a priori plausible equivalents may be
extremely large, we will mainly consider the cases, where
every TSO models its neighboring areas by associating to every
interconnection line an equivalent that can be formulated as a
set of parametric equality constraints depending only on the
current and the voltage at the interconnection. We call those
equivalents single-interconnection based equivalents. Simi-
larly, while many mechanisms could be thought of to compute
from the observations the parameters of those equivalents,
we will limit ourselves to procedures that fit the parameters
of an equivalent associated with a particular interconnection
to the past measurements of the current and voltage at this
interconnection. Also, we will constrain the type of equivalent
used as well as the mechanism to fit their parameters to be

identical everywhere, regardless of the interconnection or the
TSO considered.

By anticipating the conclusions of simulations, we have ob-
served that, in the context of voltage optimization, even with
those restrictive assumptions on the set of possible models for
representing their neighboring areas, it is possible to formulate
decentralized control schemes that perform well, i.e., almost as
well as a centralized control scheme. We have organized this
paper as follows: in the next section (Section II), we provide a
mathematical formulation of the iterative decentralized control
scheme, and we detail the centralized control problem, whose
solution is the benchmark. In Section III, we detail our analysis
method. Section IV reports and analyzes the simulations results
for a time-invariant system, while the performance of the decen-
tralized control scheme in a “time-varying” system is outlined in
Section V. In Section VI, the computational costs of the scheme
are discussed. Finally, some conclusions and directions for fu-
ture work are drawn in Section VII. An Appendix presents rele-
vant information about the equivalents used in our simulations.

II. FORMULATION OF THE PROBLEM

We start by defining the centralized control problem. Then,
we introduce some sets of functional equality constraints that
model the network equivalents, and a generic function used to
“best” fit the parameters of those equivalents to the observations
at the interconnections.

Afterwards, a formulation of the optimization problem faced
by a TSO at every instant is proposed. Then, a tabular version of
the overall decentralized control scheme is provided, and con-
siderations related to the “quality of an equivalent” are outlined.

We focus in this section on single-interconnection based
equivalents. In this case, every interconnection is modeled by an
equivalent based on a unique procedure, shared by every TSO,
to update its parameters from the history of the measurements
of the voltage and the current at the represented interconnec-
tion. We will, however, describe in the last paragraph of this
section an extension of the decentralized control scheme to the
case of the equivalents that cannot be expressed anymore by
a set of functional equalities depending on the current and the
voltage at only one interconnection.

In the following, we assume that the power system has
TSOs referred to as the symbols ,

and that each TSO has interconnections with its
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neighboring areas. We elected to denote these interconnections
by the integer values . Also, to simplify the
decentralized approach, we assume in this paper that the system
is changing slowly enough to be considered “time-invariant.”
Therefore, we consider a repeating situation, where only the
control actions are varying with time. Load consumption and
active power generation dispatch are supposed to be constant
over the iterations.

A. Centralized Control Problem

We consider a centralized optimization problem that we com-
pactly write in the form1

(1)

subject to the inequality and equality constraints

(2)

(3)

where , and are vectors of control actions, current pha-
sors in each line, and voltage phasors at each bus, respectively.
The function is the objective function of the op-
timization problem. In this work, we will consider objective
functions that can be described by the generic expression

,
where . Reactive power support is defined as the sum
of absolute values of reactive power injected by generators
or compensators, and active power losses are defined as the
difference between active power injected by generators and
absorbed by the loads.

A control action can represent, for example, the tap ratio of a
transformer, or a voltage setting for a generator or a compen-
sator. To model a real system, some of those control actions
should be of a discrete nature, as in [16], for example. How-
ever, as considering discrete and continuous variables would
result in mixed-integer nonlinear programming problems that
are difficult to address, we have considered only continuous
control variables in our simulations. The inequalities (2) repre-
sent the constraints on the power system (e.g., transmission line
current limits, maximum power production) while the equali-
ties (3) have mainly been introduced to represent power flow
equations and economic constraints in terms of active power
transfers from one region to another. The variables and
are auxiliary variables, which can be seen as a mathematical
tool to formulate the optimization problem in a convenient way.
The same procedure will be used later in this section when de-
scribing the decentralized control scheme. Such a formulation
is widely adopted in the OPF literature, and we refer the reader
to the papers [8], [10], [17] for additional information on this
subject. We denote by a solution of the centralized
optimization problem (optimal solution of a union of TSOs).

We assume in this paper that every TSO has the same objec-
tive. Therefore, the cost function can be decomposed
into the sum of functions

, where the function represents the

1Bold fonts are used to highlight vectors of variables and of functions.

weighted sum of the active power losses and the reactive power
support in the area controlled by TSO . However, this assump-
tion is not a necessity to ensure a good performance of the con-
trol scheme. The motivation here is mainly to allow a quanti-
tative evaluation of the performance of the decentralized algo-
rithm in comparison with centralized optimization, which would
depend on an arbitrage if the TSOs were to choose different ob-
jective formulations.

B. Mathematical Formulation of the Equivalents

As mentioned in the introduction, this paper addresses only
the situations, where, to represent its neighboring areas, every
TSO associates with every interconnection a set of parametric
equality constraints between the current and the voltage at .

We also make additional assumptions as follows:
1) same type of equivalents (or functional form for the

equality constraints) is used across all TSOs and across all
interconnections;

2) a TSO uses only the past observations of the current and
voltage at an interconnection to update the parameters of
the equivalent at that interconnection;

3) TSOs use the same mechanism to fit the parameters of the
equality constraints to the observations;

4) TSOs measure the value of the current and voltage at the
interconnections at some discrete time instants . The time

equal to 0 refers to the first instant at which some mea-
surements are taken. Also, is used to describe the
discrete instant following .

Under these assumptions, we can denote by

(4)

the set of parametric equality constraints a TSO associates with
the interconnection . The complex variable represents
the current (voltage) at the interconnection. While the functional
form of the multi-dimensional equality constraints is identical,
regardless of the , or time at which they are used in the opti-
mization process, they however depend on a vector of parame-
ters that every TSO refreshes at every instant for every
of its interconnection line .

We define by a -dimensional vector
whose components are the values of the current (voltage

) at times . Let denote the set of complex num-
bers, the th-dimensional space, whose elements are repre-
sented by vectors of complex numbers, and .

With previous assumptions, one can represent the fitting
mechanism by a function such that , defined
as the value of the parameters that a TSO associates with its
interconnection and time , is given by

(5)

Appendix A describes several classical equivalents
(Thévenin-like, PQ, and PV) and provides for each of them the
corresponding set of parametric equality constraints . The
mechanisms considered in our simulations for fitting “best”
the parameters of the equalities to the observations are also
given in this Appendix.
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C. Decentralized Control Scheme

Each TSO is going to assume a “parametric equivalent
model” connected to each of its interconnections . First, it will
fit the parameters of this model by using the function , i.e., it
will compute the value of and set equal to
the latter value. From there, it can deduce for its interconnection
a set of equality constraints , where

the subscript has been used in place of to empha-
size that the parameters of the equality constraints have been
chosen equal to . Under the assumption that those
sets of equality constraints represent its neighboring areas, the
objective function used by TSO is the weighted sum of active
power losses and reactive power support within its own area.
We use the notation to refer to this objective function. The
symbol reminds us that, since the equivalents do not generally
represent perfectly the neighboring areas, the objective function
used by TSO is an approximation of the objective function

as defined in Section II.A. Similarly, we suppose that the
functions and refer to the power flow equations and the
inequality constraints with areas , respectively. We use also
the symbols , and to refer to the controls, currents, and
voltages, in TSO ’s area.

Using those notations, the optimization problem TSO solves
at time is

(6)

under the inequality and equality constraints

(7)

(8)

(9)

(10)

...

(11)

D. Tabular Version of the Decentralized Control Scheme

We assume that every TSO computes at the instant the
values of the control actions it will apply to the system at time

by solving the optimization problem described by (6)–(11).
We denote these values by . At the next instant , it
is assumed that different TSOs measure again the voltages and
the currents, both in magnitude and in phase, at their intercon-
nections to update the parameters of their equivalents. At time
, the value of the complex current (voltage) at the interconnec-

tion of TSO is referred to as . This update is realized
by adding to the history of the currents (voltages )
the values of . After having updated the histories, the
TSOs solve their respective optimization problems, and update
their control actions. A tabular version of the exact procedure is
given in Fig. 2. It should be emphasized that, to model the ef-
fects of the control actions on the evolution of the power system
state, we use a power flow algorithm.

Fig. 2. Generic algorithm for simulating the decentralized control scheme. The
expression � � �� � sets first the vector � equal to the vector �, and then, adds
at the end of � the element �.

E. Decentralized Control Scheme With More
Advanced Equivalents

In our simulation result section, we will consider two types of
equivalents, namely the REI equivalent and the so-called “non-
reduced power system” (NPS) equivalent, that give a represen-
tation of the power system beyond several interconnections as
a single equivalent, instead of one equivalent for each inter-
connection. To consider those equivalents in our simulations,
we have modified the formulation of the optimization problem
faced by every TSO at time by replacing (9)–(11) by the ap-
propriate equality constraints which, as well as the procedure to
update their parameters from the past observations, are given in
Appendix B.

III. SOME CRITERIA FOR ANALYZING THE DECENTRALIZED

CONTROL SCHEME

We study later the influence of specific types of equivalents
and fitting procedures on the dynamics induced by the control
scheme described in Fig. 2. In the first part of this section, we
introduce some criteria to analyze the performance of the con-
trol schemes. Afterwards, we illustrate those criteria with some
typical dynamics observed in our simulations.

A. Some Criteria for Dynamic Analysis

For the analysis of the control scheme, we have classified the
dynamics into three main classes (singular, convergent, noncon-
vergent) defined hereafter. For two of these classes, we associate
some specific indices that are able to catch in a concise way the
relevant information about the suboptimality, the convergence
speed, or the “constraint friendliness” of the different schemes.

While one could possibly think about other dynamics that do
not naturally fall into any of those classes (e.g., convergence to
a limit cycle), we have observed that with the types of equiv-
alents and fitting procedures considered in our simulations,

Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on July 24, 2009 at 04:02 from IEEE Xplore.  Restrictions apply. 



PHULPIN et al.: EVALUATION OF NETWORK EQUIVALENTS FOR VOLTAGE OPTIMIZATION 733

the proposed classification was appropriate for all the cases
encountered.

1) Singular: We say that the dynamics induced by the control
scheme are singular if there exists a value of for which one (or
several) TSO faces an optimization problem with no solution, or
for which the action leads to a nonconvergent power flow
algorithm. We will consider this type of situation unacceptable.

2) Convergent: The process is said to be conver-
gent if there exists a set of control actions such that

, i.e., the sequence of actions taken
by the different TSOs converges towards . Note that this
situation is only possible because of our assumption of a “time
invariant” system.

In such a case, we are interested in knowing for every value
of , how far is from . By noting that the current and the
voltage values outputted by the power flow algorithm run at Step

of the algorithm depicted in Fig. 2 are functions of , one
way to define a notion of distance between and would
be to compute the difference between and

. Thus, we define the suboptimality mea-
sure as (12) at the bottom of the page.

Although it is certainly informative to study the evolution
of with , we found out that, for a convenient anal-
ysis of the performance of the control scheme, it was better
to focus on two particular indices, deduced from .
The first one is the asymptotic suboptimality of the scheme,
ASO, which is the value of when tends to infinity

. The second one is its time to conver-
gence (TC), which we define as the highest value of for which

or .
However, those notions of suboptimality and of time to con-

vergence may become inappropriate if the actions do not sat-
isfy the constraints (2), when they are applied to the real power
system, which is modeled in this paper by a power flow algo-
rithm (please refer to Step of the algorithm of Fig. 2).

In our simulations, two types of constraints will be consid-
ered: limit-type constraints on the reactive power injections and
limit-type constraints on the voltages. While running the power
flow algorithm with will automatically satisfy the former
ones, it may happen that the latter ones will not be. There-
fore, we introduce the indices , which give the maximum
voltage violations at the different instants , and we report its
maximum value and the asymptotic
constraint violation .

3) Nonconvergent: A process is said to be nonconvergent if it
is nonsingular and does not converge. We define several criteria
for assessing the performance of this case.

• The average suboptimality AvSO, which is defined as the
mean suboptimality over the run of the decentralized op-
timization algorithm, and its associated standard deviation

Fig. 3. IEEE 118-bus system with three TSOs.

. We note that, by defining in a similar way an AvSO
index for a convergent scheme, and by iterating the de-
centralized control scheme an infinite number of times, we
would obtain an AvSO equal to ASO, and a standard devi-
ation equal to 0.

• The maximum voltage violation .
• The average voltage violation AvCV defined as the mean

voltage violation over the run of the algorithm.
As substitute for , we have used in our simulations a max-
imum number of iterations equal to 600. If is not constant
over the last iterations, we consider that the case is nonconver-
gent, although it could, in fact, be convergent or even singular.
We however believe that, with such a relatively high limit on the
number of iterations, very few cases have been misclassified in
our simulation results.

B. Analysis of the Dynamics Through Didactic Examples

To illustrate the criteria defined in Section III-A, we have
chosen to run simulations on the IEEE 118-bus system, whose
description can be found in [18]. This system is partitioned into
three areas, each of them being independently controlled by a
TSO, as depicted in Fig. 3.

In Fig. 4, we report simulation results corresponding to the
case, where we minimize reactive power support only .
To model the power system seen beyond a specific interconnec-
tion, a Thévenin-like equivalent is used. The parameters of this
equivalent are computed by using a fitting procedure based on
a weighted least squares (WLS) approach with a weight factor,
also called memory factor in this paper, . This memory
factor weights past observations with respect to current one (see
Section IV for more details). This case is singular since controls

(12)
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Fig. 4. ��� � ��� ����� �� at each iteration of the decentralized optimiza-
tion process in the IEEE 118-bus system with three TSOs. The cost function
represents reactive power support only. Thévenin-like equivalents are used. The
memory factor is chosen equal to 0.95.

Fig. 5. Decentralized optimization scheme is run on the IEEE 118-bus system
with three TSOs. The cost function represents active power losses only. PQ
equivalents are used. The memory factor is chosen equal to 0.75. Top figure
represents the time evolution of ��� � ��� ����� ��. Bottom figure plots the
time evolution of �����.

computed by the TSOs at iteration 3 do not lead to a convergent
power flow.

In Fig. 5, we minimize active power losses . The in-
terconnections are represented by using PQ equivalents together
with a WLS based fitting procedure with . For this con-
vergent scheme, the ASO is equal to 0.147%, the time to con-
vergence index (TC) is 29, the maximum constraint violation

is 0.0007 p.u., and the asymptotic constraint violation
(ACV) is 4e-6 p.u.

Fig. 6. Decentralized optimization scheme is run on the IEEE 118-bus system
with three TSOs. The cost function represents a weighted sum of active power
losses and reactive power support �� � �����. Thévenin-like equivalents are
used. The memory factor is chosen equal to 0.95. Top figure represents the time
evolution of ��� � ��� ����� ��. The bottom figure plots the time evolution
of �����.

In Fig. 6, we minimize a combination of active power losses
and reactive power support . The interconnections
are represented by using Thévenin-like equivalents together
with a WLS based fitting procedure with . This case
illustrates a typical nonconvergent behavior, where the ASO is
equal to 2.933% with a standard deviation of 0.77%. Also, the
maximum and average constraint violations are 0.0005 p.u. and
8e-6 p.u., respectively.

IV. SIMULATION RESULTS

The performance of the decentralized optimization scheme
introduced in Section II depends on the type of equivalent used
and on the procedure that TSOs adopt to update the parameters
of these equivalents. In this section, we study the performance
of 15 pairs of “equivalent-fitting procedures” to identify those
that systematically lead to high performance. The study con-
siders five types of equivalents and, for each equivalent, three
fitting procedures are evaluated. To assess the performance of
a specific pair, we have chosen to consider in our study three
power systems, six objective functions, and four types of initial
conditions (i.e., the state of the system at ). For each pair
“equivalent-fitting procedure,” this amounts to analyze 72 cases.

The remainder of this section is organized as follows. First
we detail the equivalents and fitting functions. Then, we present
different cases studied for each pair “equivalent-fitting proce-
dure” and, finally, we discuss the results.
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A. Equivalents and Fitting Functions

1) Equivalents: We have evaluated the performance of three
“single-interconnection based equivalents,” namely the PV,
Thévenin-like, and PQ equivalents. Their description, together
with the set of equality constraints (9)–(11) to which they
correspond is given in Appendix A. Also, two more advanced
equivalents, namely the REI equivalent and the NPS, have been
considered. Their description and mathematical formulation
are provided in Appendix B.

2) Fitting Functions: We have used in our simulations fitting
functions based on a weighted least squares approach. We refer
the reader to Appendix A.D for a detailed description of this ap-
proach. Fitting procedures differ from one another by the value
of a memory (or weight) factor . A past observation
obtained at instant is weighted with respect to the current one
obtained at instant by a factor . We have considered the
following values of in our simulations:

• (low memory factor);
• (medium memory factor);
• (high memory factor).

Values of and have not been considered on pur-
pose. Indeed, if we consider —that is, only the last mea-
surements are taken into account—then, the solution of the WLS
problem is undefined for the REI and the Thévenin-like equiv-
alents. On the other hand, with a value of , the function
to be minimized by the WLS approach can not be bounded any-
more for any value of , which is the reason why we elect not to
consider this case.

B. Conditions of Simulations

1) Benchmarks: Three power system benchmarks have been
considered, namely:

• the IEEE 39 bus New England system with three different
TSOs introduced in [14];

• the IEEE 118-bus system with two different TSOs, which
is used in [19];

• the IEEE 118-bus system with three different TSOs, which
is derived from the two TSO IEEE 118-bus system and is
represented in Fig. 3.

Their description can be found in the Matpower data set [18].
When the separation between two areas happens in between
two buses, two fictitious buses are added at each side of the
interconnection.

2) Optimization Problems: Six optimization functions have
been chosen. All of them can be written under the generic form

and differ from each other by the value of . The six
different values of are: 0, 0.9, 0.94, 0.97, 0.99, or 1.

Control variables are generator and compensator voltages,
and tap settings. The problem is constrained by maximum
and minimum values for bus voltages, generators’ and com-
pensators’ reactive power injections, and tap settings. Also,
additional constraints have been introduced to maintain con-
stant active power exchanges between the areas.

3) Initial State: The state of the system at time will in-
fluence the outcome of the first optimization problem solved by
the TSO and, subsequently, every action since is function

of . The influence of four types of initial states
is studied.

• Centrally-optimized state: The initial state is the solution of
the centralized optimization problem defined by (1)–(3).

• High-voltage state: The initial state is the solution of an
optimization problem, whose objective is to maximize of
the average bus voltage, while ensuring that every voltage
is below its upper limit value.

• Low-voltage state: The initial state corresponds to the min-
imum average bus voltage.

• Medium-voltage state: The initial state is the solution of
an optimization problem, whose objective is to bring the
average bus voltage as close as possible to 1 p.u.

C. Results

1) Average Performance of Each Pair “Equivalent-Fitting
Function”: To analyze the average performance of every pair
“equivalent-fitting function” over the 72 simulation cases, we
have reported in Table I the frequency of each type of dynamics
(singular, convergent, nonconvergent), and the average values
of the different indices introduced in Section III.

As one can note, singular dynamics are only induced by
REI and Thévenin-like equivalents. For those singular cases,
we have observed that they are most often corresponding to
the absence of a power flow solution after several iterations.
The REI and Thévenin-like equivalents are the only ones that
set voltage angle differences between interconnections. We
found out that those voltage angle differences “predicted” at
time by the fitting procedure are significantly different from
those that can be measured at time , when local controls

are applied to the power system. This
strong difference is in our opinion the root cause for the sin-
gularity induced by the REI and Thévenin-like equivalents. To
avoid singular control schemes, we will qualify Thévenin-like
and REI equivalent as not appropriate for use with our de-
centralized control scheme, and therefore, we will not further
discuss their performance.

The dynamics induced by the PV, PQ, and NPS equivalents
can be either convergent or nonconvergent. Convergence is al-
most always observed with NPS and PQ equivalents, and in al-
most 40% of the cases with PV equivalent. We have observed a
low influence of on the classification of dynamics. Also, with
the investigated values, we found out that increasing could ei-
ther increase or decrease the amount of convergent cases.

In terms of suboptimality, the PQ equivalent offers the best
performance with a low average suboptimality of around 5%. It
is followed by the PV equivalent, for which the average subop-
timality is less than 9% for nonconvergent cases and less than
13.6% for convergent ones. Finally, the NPS equivalent leads
to the highest suboptimalities, which are in average more than
five times higher than with PQ equivalent. This result can be ex-
plained by the fact that the competition between different TSOs
is stronger when they have more accurate information on other
TSOs’ network and past actions. The stronger competition leads
here to local optimization relying more on external TSOs’ con-
trol actions, which results, after several iterations, in a highly
suboptimal state.
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TABLE I
ANALYSIS OF THE DYNAMICS INDUCED BY 15 PAIRS “EQUIVALENT-FITTING FUNCTION.” FOR EACH PAIR, 72 CASES ARE STUDIED

(THREE POWER SYSTEMS � SIX OBJECTIVE FUNCTIONS � FOUR INITIAL STATES). THE REPARTITION IN DYNAMICS’ CLASSES

AND THE AVERAGE VALUE OF THE INDICES INTRODUCED IN SECTION III ARE REPORTED

TABLE II
ANALYSIS OF THE INFLUENCE OF FOUR INITIAL STATES ON THE DYNAMICS INDUCED BY THREE PAIRS “EQUIVALENT-FITTING FUNCTION.” FOR EACH PAIR, EACH

FITTING FUNCTION CORRESPONDS TO A MEMORY FACTOR � � ����. FOR EACH PAIR, 18 CASES ARE STUDIED (THREE POWER SYSTEMS � SIX OBJECTIVE

FUNCTIONS). THE REPARTITION IN DYNAMICS’ CLASSES AND THE AVERAGE VALUE OF THE INDICES INTRODUCED IN SECTION III ARE REPORTED

As for the “constraint friendliness” associated with different
types of equivalents, it is remarkable to observe that, even if
the TSOs choose actions only by considering their own con-
straints, violations induced by the decentralized control scheme
are negligible.

The parameter , which weights long term measurements
with respect to short-term ones, was not found to strongly influ-
ence the performance of the different schemes, at least for the
values under consideration. However, we have found that for PQ
equivalent, which offers the best performance, large values of
were leading to more convergent cases, even if the time to con-
vergence was increasing with . In the rest of this section, we
will only consider a single value of equal to 0.75.

2) Impact of the Initial State: Table II represents collection of
mean values of the main evaluation indices for PV, PQ, and NPS
equivalents with a memory factor . Every benchmark

power system and optimization function has been considered
when computing those values.

As one can observe, regardless of the initial state, the NPS
equivalent leads to a convergent scheme, and gives the same
mean value for ASO. We have actually observed convergence
towards the same vector with every initial state.

A different behavior has been observed when considering
control schemes based on PQ equivalents. In such cases, we
found out that the further the initial state was from the cen-
trally-optimized one, the higher the suboptimality of the scheme
tended to be. Indeed, by starting from the centrally-optimized
state, we have an average value for ASO equal to 0.3% while it
is equal to 14.7% when using a low-voltage initial state, which,
in the set of initial states under consideration, is the most sub-
optimal.
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TABLE III
ANALYSIS OF THE DYNAMICS OBTAINED IN THREE POWER SYSTEMS WHILE USING THREE DIFFERENT EQUIVALENTS, A MEMORY FACTOR

� � ����, AND A MEDIUM-VOLTAGE INITIAL STATE. FOR EACH CASE, SIX OBJECTIVE FUNCTIONS ARE CONSIDERED

TABLE IV
ANALYSIS OF THE DYNAMICS OBTAINED WITH SIX OBJECTIVE FUNCTIONS WHILE USING THREE DIFFERENT EQUIVALENTS,
A MEMORY FACTOR � � ����, AND A MEDIUM-VOLTAGE INITIAL STATE IN THE IEEE 118-BUS SYSTEM WITH THREE TSOS

With PV equivalents, the initial state strongly impacts the
classification of the dynamics: the percentage of convergent
cases amounts 67% with a low-voltage or a medium-voltage
initial state, whereas less than 17% of the cases are conver-
gent when using a high-voltage or centrally-optimized (CO)
initial state. Actually, when using a value of with
a high-voltage or a CO initial state, the decentralized control
scheme using PV equivalents never leads to a convergent
result. As with PQ equivalents, one can observe that starting
from a low-voltage initial state induces a much higher average
value for the ASO index than when starting from a CO or a
high-voltage state. However, we should stress here that com-
paring those average values of ASO is not meaningful since
they have been computed for different cases. Indeed, for the CO
(high-voltage) initial state, the average is computed for three
(two) cases that correspond to an objective function for which

, while for the low-voltage initial state, nine additional
cases are considered in the average computation. Actually, the

average values of ASO corresponding to the same cases do not
show strong dependence on the initial state.

3) Impact of the Power System: Table III illustrates the in-
fluence of the power system on the dynamics induced by the
control scheme. As one can observe, the dynamics may strongly
depend on the power system. We found that the performance of
the scheme is dependent on the ratio between number of inter-
connections divided by the size of the power system, especially
when considering PQ and PV equivalents. The higher that ratio
is, the less performing the scheme tends to be.

4) Impact of the Optimization Function: Table IV studies the
influence of the optimization functions on the dynamics of the
decentralized control scheme. One can observe that the choice
of the equivalents does not have much influence when the ob-
jective function is the minimization of active power losses. It is
obvious that TSOs try, in this context, to maximize the voltage
level across the area they are responsible for, and thus there is no
important competition around interconnections. However, when
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is lower than 1, the objective function is more conflicting, and
the type of the equivalent is critical. Indeed, in such cases, the
TSOs acting in a greedy way are tempted to lower their voltages
so as to maximize the reactive power import from other TSOs.
This leads over the iterations to a gradual decrease of the voltage
profile and, in return, to a highly suboptimal system state. We
note that this phenomenon is particularly important when using
NPS equivalents.

We observe, however, very promising results with PQ equiva-
lents: the asymptotic suboptimality is smaller than 2.4% for any
value of and every benchmark considered. On the contrary,
PV equivalents are performing less well: the asymptotic sub-
optimality indeed increases with the weight of reactive power
support for any benchmark. Nevertheless, both types of equiv-
alents tend to lead to higher performance than those observed
with NPS equivalent, which leads to a higher competition be-
tween different TSOs.

V. APPLICATION TO A “TIME-VARYING” SYSTEM

In the previous section, it has been assumed, mostly for the
sake of simplicity, that the load consumption, generation dis-
patch and network topology remain constant from one iteration
to another. With such an assumption, it has been shown that the
performance of the decentralized control scheme with PQ equiv-
alents is nearly optimal. Before adopting such a scheme for im-
plementation in a real power system, it is important to study
whether it would perform well in “time-varying” systems.

The relatively fast convergence properties of the control
scheme shown in the previous section suggest that such an ap-
plication could be feasible. Indeed, suppose that at one instant,
a sudden change of topology occurs (e.g., loss of a transmis-
sion circuit). Then, due to its fast convergence properties, the
scheme should converge again within a few iterations to a new
operating point corresponding to a nearly optimal solution of
the new configuration of the system. Moreover, if the time
between two iterations is small, the transient period during
which the system operates in higher suboptimal conditions
would be short. However, it is important to mention that, as
shown in previous section (and more particularly in Table I), the
time to convergence is highly dependent on the memory factor

, which weights past observations with respect to the current
ones in the parameter fitting procedure. Roughly speaking,
in the case of PQ equivalents, the higher the value of , the
better the quality of the convergence point but, at the same
time, the time to convergence will be larger. In the case of a
“time-varying” system, tuning the value of the parameter is
important to address the tradeoff between the adaptivity of the
scheme and efficiency of the values of control variables that it
tends to converge to.

To illustrate the performance of the decentralized control
scheme in a “time-varying” system, we have chosen to report
simulation results obtained for one of the test systems, the
IEEE 118-bus system partitioned into three areas. We consider
a time varying load profile over a five day period, where the
delay between two discrete instants and is equal to
thirty minutes. This delay has been chosen relatively long on
purpose since inaccuracy related to the time-varying aspects

Fig. 7. Evolution of the suboptimality index �� for a time-varying IEEE
118-bus system with three TSOs. Every TSO is assumed to minimize active
power losses in its own area.

Fig. 8. Evolution of the suboptimality index �� for a time-varying IEEE
118-bus system with three TSOs. Every TSO is assumed to minimize reactive
power support in its own area.

of the model would be almost negligible with a shorter delay
(say, 5 min instead of 30 min), which would reduce the interest
for those simulations as far as the investigation of the impact
of time-varying model is concerned. The time varying load
profile has been established by reproducing the load consump-
tion observed in the French system during the period January
17–21, 2007. More specifically, we have averaged the French
consumption over this period, computed the ratios between
the consumption at different instants and this average, and
then, considered that the load profile at instant for our test
system was a homothetic increase by a factor of the load
profile of the base case.

Figs. 7 and 8 represent the evolution of the suboptimality
index, when assuming that all TSOs aim to minimize their ac-
tive power losses or reactive power support, respectively. We
note that, due to a nonoptimized initial state, the decentralized
scheme achieves better performance after a certain delay, which
depends on the memory factor. As observed in Table I for con-
vergent cases, this delay is shorter when the memory factor is
smaller. When TSOs aim to minimize active power losses, the
decentralized control scheme achieves nearly-optimal perfor-
mance, just like it did when applied to “time-invariant” systems.
In this context, a small value of seems preferable since the
greater time to convergence associated with high values pro-
duces a loss of performance. On the other hand, when TSOs aim
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TABLE V
AVERAGE CPU TIMES IN MILLISECONDS OBTAINED WITH A CENTRALIZED

OPTIMIZATION (COP), AND ONE ITERATION OF A DISTRIBUTED OPTIMIZATION

(IDOP). THE TEST SYSTEM IS THE IEEE 118-BUS SYSTEM WITH THREE TSOS.
PQ EQUIVALENTS ARE USED, WITH A MEMORY FACTOR � � ����, AND A

MEDIUM-VOLTAGE INITIAL STATE

to minimize reactive power support in their own areas, subopti-
malities tend to be higher, even if they still tend to be acceptable
with a carefully chosen value of . We also notice here that, con-
trary to the previous example, decreasing too much the value of

may considerably worsen the performance of the scheme.

VI. COMPUTATIONAL COSTS OF THE SCHEME

As the decentralized control scheme based on PQ equivalents
with a short-term memory factor achieves nearly optimal per-
formance in the context of a time-invariant system, one could
think of using this algorithm for distributed optimization of
large-scale power systems. Indeed, as introduced in [20], par-
alleling OPF can lead to a significant decrease of computation
time needed to centrally optimize such systems. Despite the
small size of the illustrative benchmark systems, this section
provides some numerical perspectives on the computational
costs of solving an OPF in such a distributed way.

As emphasized in [21], the CPU time required for an OPF
problem is strongly dependent on the mathematical formula-
tion of the optimization function. Consequently, we analyze the
computational costs corresponding to active power minimiza-
tion and reactive power support minimization. The optimiza-
tions are run on a PC with Intel Core 2 T7200 2.0 GHz P2 pro-
cessor and 2 GB memory. The optimization solver is MINOS
in AMPL, which is described in [22] as being appropriate for
small-scale power systems. For a centralized optimization, the
reported CPU time is the time needed by MINOS in AMPL to
solve the OPF. For a distributed optimization, the CPU times
of each individual optimization are reported, and the “iteration
CPU time” is defined as the sum of the maximal CPU time over
the individual optimizations and the CPU time for the load flow
that closes the iteration.

Table V reports the average CPU times obtained with a
centralized optimization, and with one iteration of a distributed
optimization based on PQ equivalents with and
a medium-voltage initial state. The test system is the IEEE
118-bus system with three TSOs. As the CPU times are similar
for a centralized scheme and one iteration of the distributed
scheme applied to a minimization of active power losses, one
could deduce that the scheme presents no interest for distributed
optimization. However, the larger difference between the CPU
times for minimization of reactive power support, which is
more computationally challenging, shows that a distributed
optimization based on single interconnection-based equivalent
is potentially interesting. Indeed, the CPU time needed for one
iteration being approximately seven times smaller than the time
needed to solve the centralized problem, it could be of interest

to use the distributed scheme in such a context, especially when
few iterations lead to a nearly optimal solution.

VII. CONCLUSIONS AND FUTURE WORK

We have addressed in this paper the problem of decentralized
optimization of power systems. We have proposed a decentral-
ized control scheme, where TSOs assume an external network
equivalent for their neighboring areas at the interconnections
and optimize at every iteration their control actions in a greedy
way, i.e., without taking into consideration the impact that their
actions may have on the other TSOs’ objectives.

The optimization scheme does not require any explicit coor-
dination and communication between the different TSOs. The
communication is done implicitly, by measuring voltage and
current values at interconnections, which depend on the actions
taken by different TSOs. Those data are used further to fit the
parameters of the equivalents. We have studied the performance
of the control scheme for some particular equivalents and fitting
procedures. We were particularly interested in identifying a
suitable equivalent and its fitting procedure that lead to a good
coordination of the TSO actions to achieve nearly optimal
performance.

The study has mainly focused on what we have defined as
single interconnection based equivalents, where a particular in-
terconnection is modeled with a set of equality constraints be-
tween the voltage and the current at this interconnection. Also,
the adopted fitting procedures estimate the parameters of the
equivalents by using only local measurements at the intercon-
nections. We considered several power system models, types
of equivalents and memory factors for the fitting procedures.
We analyzed through simulations the performance of the cor-
responding control scheme, and found out that it was strongly
dependent on the functional form of the equality constraints
and the memory factor. However, we have only been able to
identify one pair of equivalent-memory factors, namely a PQ
equivalent and a short-term memory factor, that was consistently
performing well in the context of voltage optimization, regard-
less of the benchmark or the objective function used. More pre-
cisely, that pair was always leading to a decentralized optimiza-
tion scheme that converged rapidly to a nearly optimal solution
while, at the same time, ensuring a good compliance with the
constraints.

This finding could lead to new rules for operating power sys-
tems in a decentralized fashion. For example, one could propose
to incorporate this finding in the operation handbook of inter-
connected power system by proposing certain types of equiva-
lents (and the corresponding procedures to fit their parameters)
that should be used by the different TSOs to optimize the voltage
management of their systems to minimize reactive power sup-
port within the network, active power losses, or a combination
of both criteria.

There are, however, two main issues that should be inves-
tigated before using the outcome of this work as a guideline
for approximately optimizing power systems in a decentralized
way. The first concerns the obviously “time-invariant” nature of
the power system considered in our simulation. As introduced
in Section V, a detailed study of the control scheme should cer-
tainly be carried out when considering a power system, whose
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load/generation patterns or availability of different transmission
elements is varying with time. In such a context, when the nat-
ural robustness of the decentralized control scheme is not suffi-
cient for handling rapid changes in the operating conditions of
the system, as in Fig. 8 for example, it would certainly be inter-
esting to investigate adaptive methods for fitting the parameters
of the equivalents.

The second issue concerns the assumption that all TSOs have
the same objective function. Since it is not the case in practice,
we should study whether the proposed scheme could perform
well when the TSOs have different objective functions. One par-
ticular difficulty associated with this study is the definition of
performance indices for decentralized control scheme, as one
can not compare it with a single objective centralized control
problem. Thus, the quantitative performance evaluation of the
decentralized control scheme requires a well-established com-
parative framework for multi-party multi-objective optimiza-
tions. We may also question whether, even if the TSOs have
the same type of objective function, a comparison with the re-
sults of a centralized control scheme is appropriate. Indeed, even
if the scheme achieves nearly optimal performance according
to this criterion, it may be unfair to some TSOs by penalizing
heavily their own objective achievement. In such a context, and
as emphasized in [23], it may be more relevant to associate the
quality of the decentralized control scheme to its fairness than
to its performance.

While those new issues may open new research directions, we
also believe it would be interesting to investigate other aspects
of this research: for example, to establish theoretical results
proving, under appropriate assumptions, the convergence prop-
erties of the control scheme. We also suggest to set up methods
to determine automatically good functional forms for equality
constraints representing the equivalents. One way to address this
problem would be to cast it as an optimization problem. The ob-
jective function would then use some of the criteria dealt with
in this paper to assess the performance of the control schemes,
and a search space composed of a large set of functional equality
constraints (based on current and voltage measurements at the
interconnections). As another possible research direction, we
suggest to compare, using different points of view (simplicity,
performance) the proposed decentralized control scheme with
more advanced ones, based on certain types of explicit coordi-
nations and/or communication between the TSOs.

APPENDIX A
SINGLE-INTERCONNECTION BASED EQUIVALENTS

AND FITTING PROCEDURES

In this section, we detail the external network models used in
our simulations and the procedure adopted to fit their parameters
to the past observations.

We start the section by giving, for every of the considered
single-interconnection based equivalents (PV, Thévenin-like,
and PQ equivalents), the set of parametric equality constraints

to which it corresponds. When writing the
equality constraints, we will, for the sake of clarity, add the
subscript to the parameters of those equalities.

Fig. 9. TSO � relying on PV equivalents to model a neighboring area controlled
by TSO � with which it has three interconnections.

Fig. 10. TSO � relying on Thévenin-like equivalents to model a neighboring
area controlled by TSO � with which it has three interconnections.

Afterwards, we describe the fitting procedure used in our
simulations.

A. PV Equivalent

The PV equivalents are used to represent the power system
areas beyond the interconnections as buses, whose voltage
magnitudes and active power consumptions are constant. Fig. 9
illustrates in our multi-TSO context how a TSO uses those
equivalents.

The set of parametric equality constraints
corresponding to this equivalent can be written in the form2

(13)

(14)

Those equality constraints have two parameters, namely
and , which represent the active power and voltage magni-
tude related to the PV equivalent.

B. Thévenin-Like Equivalent

A Thévenin-like equivalent replaces the power system seen
beyond an interconnection of a TSO by a bus, whose voltage
phasor is constant, and by a line, whose impedance is also con-
stant [24]. Fig. 10 illustrates, in our multi-TSO context, how a
TSO uses those equivalents.

2� denotes the conjugate of the complex number �, and ���� its real part.
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Fig. 11. TSO � relying on PQ equivalents to model a neighboring area con-
trolled by TSO � , with which it has three interconnections.

The set of parametric equality constraints
corresponding to this equivalent can be written in the form3

(15)

(16)

where , and are the parameters of the Thévenin-
like equivalent. They represent the complex Thévenin-like
voltage and the complex Thévenin-like impedance, respec-
tively. We refer the equivalent as Thévenin-like because we
apply the identification to a nonlinear system, which we con-
sider as a time-varying sequence of linear system models.

C. PQ Equivalent

A PQ equivalent replaces the power system beyond an inter-
connection of a TSO by a bus, whose active and reactive
power consumptions are constant.

The set of parametric equality constraints
corresponding to this equivalent can be written in the form

(17)

(18)

The two parameters and represent the active power
and the reactive power consumption of the PQ equivalent.

D. Fitting Procedure

When considering single-interconnection based equivalents,
the power system seen by a TSO beyond an interconnec-
tion is represented by the parametric equality constraints

. At instant , the TSO fits the parameters of
those equality constraints to the observations at interconnection

to determine (in ) the vector of parameters that fits best the
past observations at this interconnection.

To determine what is the best fit in , we have first defined an
index that assesses how good an element is. This index
is defined as follows

(19)

3���� denotes the imaginary part of the complex number �.

where is the memory factor, defined in
Section IV-C.1. By adopting such an index, we implicitly
assume that the equivalent is better when the functional
equality constraints are less violated (in terms of an Euclidean
norm) when taking (as input) some observed values of the
current and the voltage.

The function adopted in our simulation determines in the
vector of parameters that maximizes this “goodness index”

(20)

Evaluation of this function requires solving a weighted least-
squares problem when PV, PQ, or Thévenin-like equivalents
are considered. We found out that for specific types of equiva-
lents, values of time , and/or initial conditions, the optimization
problem defined by (20) can have a nonunique solution. This
is, for example, the case for a Thévenin-like equivalent, when

. We observed that this nonuniqueness of the solution
sometimes makes our optimization software output arbitrarily
large values of the parameters of the equivalents. A convenient
way to circumvent this problem is to increase artificially the
history of observations by padding it with several initial states.
More specifically, we made vary from to in (20), and
chose values for voltages and currents at and
those obtained by running a power flow algorithm after setting
the generators’ bus voltages at 99% and 101% of their true ini-
tial values at , respectively.

APPENDIX B
MORE ADVANCED EQUIVALENTS

A. REI Equivalent

This section is dedicated to a description of the so-called REI
equivalent. We assume in this paper that the TSO uses one
single REI equivalent to represent the set of interconnections
with another TSO . Fig. 12 gives a physical representation of
such equivalents in the context of a power system controlled by
two TSOs, interconnected by three lines. As we can observe, a
REI equivalent replaces each interconnection between TSO
and TSO by an impedance . Those impedances are con-
nected to the same bus, which is itself connected through an
impedance to a bus, whose voltage is . We refer the
reader to [25] for a complement of information about this equiv-
alent. While REI equivalent is less well known than PV, PQ, or
Thévenin-like equivalents in power systems, its use has been re-
ported in several research papers, such as [26], which addresses
the problem of power flow scheduling in the context of nonco-
ordinated decentralized control.

If denote the interconnections
between TSO and TSO , then, the set of equality con-
straints corresponding to the power flow equations in the REI
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Fig. 12. TSO � relying on a REI equivalent to model the power system seen
beyond the three tie-lines shared with TSO � .

equivalent network can be modeled by a generic expression

.
The parameters of the REI equivalent

are fitted to
past observations by using the same procedure as for single
interconnection based equivalents. Similarly to (20), is
computed by maximizing a “goodness index,” defined as in
(19) by

(21)

B. Non-Reduced Power System Equivalent

The nonreduced power system equivalent, which is defined
in [27], takes into consideration the entire network during
local optimizations. The only thing unknown to a TSO when
carrying an optimization at instant , is the outcome of the
optimization processes of the other TSOs, i.e., the actions

that would be applied to the system at
instant . We suppose that in this case TSO predicts the
actions of the other TSOs by computing a weighted average of
their past control actions. More precisely, it predicts the control
actions that TSO will apply to the power system at the
next instant by computing the following optimization problem:

(22)

where is the value of control settings of TSO at the
instant .
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