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From Spectrum Pooling to Space Pooling:
Opportunistic Interference Alignment in MIMO

Cognitive Networks
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and M. DebbahSenior Member, IEEE

Abstract

We describe a non-cooperative interference alignment {@ahnique which allows an opportunistic
multiple input multiple output (MIMO) link (secondary) tcammlessly coexist with another MIMO link
(primary) in the same frequency band. Assuming perfect mhlaknowledge at the primary receiver
and transmitter, capacity is achieved by transmiting altrey spatial directions (SD) associated with
the singular values of its channel matrix using a watemfjllipower allocation (PA) scheme. Often,
power limitations lead the primary transmitter to leave eoofi its SD unused. Here, it is shown that
the opportunistic link can transmit its own data if it is pibss to align the interference produced on
the primary link with such unused SDs. We provide both a msicg scheme to perform IA and a PA
scheme which maximizes the transmission rate of the oppistic link. The asymptotes of the achievable
transmission rates of the opportunistic link are obtaimetthé regime of large numbers of antennas. Using

this result, it is demonstrated that depending on the sigabise ratio and the number of transmit and
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receive antennas of the primary and opportunistic linksh lsystems can achieve transmission rates of

the same order.

. INTRODUCTION

The concept of cognitive radio is well-known by now. The maieads to let a class of radio devices,
called secondary systems, opportunistically accessicgrtations of spectrum left unused by other radio
devices, called primary systems, at a given time or geographirea [2]. These pieces of unused spectrum,
known as white-spaces, appear mainly when either tranems$n the primary network are sporadic,
i.e., there are periods over which no transmission takeseplar there is no network infrastructure for
the primary system in a given area, for instance, when tleem® iprimary network coverage in a certain
region. In the case of dense networks, a white-space migta t@e and short-lasting event. In fact,
the idea of cognitive radio as presented in [2] (i.e., spmetipooling), depends on the existence of
such white-spaces [3]. In the absence of those spectruns,tedeondary systems are unable to transmit
without producing additional interference on the primaygtems. One solution to this situation has been
provided recently under the name of interference alignniiét Basically, |A refers to the construction
of signals such that the resulting interference signaliliea subspace orthogonal to the one spanned by
the signal of interest at each receiver. The 1A concept waspeddently introduced by several authors
[4], [5], [6], [7].- Recently, IA has become an important tdol study the interference channel, namely
its degrees of freedom [8], [6], [9]. The feasibility and irapientation issues of IA regarding mainly the
required channel state information (CSI) has been also sixtdg studied [10], [11], [12], [13].

In this paper we study an IA scheme named opportunistic IAAJdL]. The idea behind OIA can
be briefly described as follows. The primary link is modeled bgirgle-user MIMO channel since it
must operate free of any additional interference produgeselcondary systems. Then, assuming perfect
CSI at both transmitter and receiver ends, capacity is aetidy implementing a water-filling power
allocation (PA) scheme [14] over the spatial direction®esded with the singular values of its channel
transfer matrix. Interestingly, even if the primary traiigers maximize their transmission rates, power
limitations generally lead them to leave some of their gppalirections (SD) unused. The unused SD can
therefore be reused by another system operating in the sageency band. Indeed, an opportunistic
transmitter can send its own data to its respective recéiygrrocessing its signal in such a way that the
interference produced on the primary link impairs only tmeised SDs. Hence, these spatial resources
can be very useful for a secondary system when the availakletral resources are fully exploited over

a certain period in a geographical area. The idea of OIA, asritbesl above, was first introduced in [1]
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considering a very restrictive scenario, e.g., both prnard secondary devices have the same number
of antennas and same power budget. In this paper, we corssitiere general framework where devices
have different number of antennas, different power budgets no conditions are impossed over the
channel transfer matrices (In [1], full rank condition waspiossed over certain matrices).

The rest of this paper is structured as follows. First, theesystodel, which consists of an interference
channel with MIMO links, is introduced in Sec. Il. Then, our @mSec. Ill is twofold. First, an analysis of
the feasibility of the OIA scheme is provided. For this pupgathe existence of transmit opportunities (SD
left unused by the primary system) is studied. The averagebeuwf transmit opportunities is expressed
as a function of the number of antennas at both the primary smodndary terminals. Second, the
proposed interference alignment technique and poweraltot (PA) policy at the secondary transmitter
are described. In Sec. IV-B, tools from random matrix theanylérge systems are used to analyze the
achievable transmission rate of the opportunistic tratismwhen no optimization is performed over its
input covariance matrix. We illustrate our theoreticaufessby simulations in Sec. V. Therein, it is shown
that our approach allows the secondary link to achieve tnéssson rates of the same order as those of
the primary link. Finally, in Sec. VI we state our conclusiomsd gprovide possible extensions of this

work.

II. SYSTEM MODEL

Notations In the sequel, matrices and vectors are respectively ddrimt boldface upper case symbols
and boldface lower case symbols. A x K matrix with ones on its main diagonal and zeros on its
off-diagonal entries is denoted ly; « i, while the identity matrix of sizeV is simply denoted by y. An
N x K matrix with zeros in all its entries (null matrix) is denotby 0y x. MatricesX” and X* are
the transpose and Hermitian transpose of maXijxespectively. The determinant of mat is denoted
by |X|. The expectation operator is denotedby.|. The indicator function associated with a given set
A is denoted byl 4(.), and defined byl 4(z) = 1 (resp.0) if x € A (resp.z ¢ A). The Heaviside
step function and the Dirac delta function are respectividgpoted byu(-) and §(-). The symbolslN,

R, and C denote the sets of non-negative integers, real numberscamglex numbers, respectively.
The subsetg0, +oo[ and ]—oco, 0] are denoted byR* and R, respectively. The operatde:)* with
x € R is equivalent to the operatiomax (0, z). Let A be ann x n square matrix with real eigenvalues
A1, -+ Aan. We define the empirical eigenvalue distributionafby F/(‘”)(-) £ LS (= Aa,),
and, when it exists, we denogéé")(A) the associated eigenvalue probability density functiohens

Fa(:) and fa(-) are respectively the associated limiting eigenvalue idistion and probability density
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function whenn — +occ.

We consider two unidirectional links simultaneously opiagin the same frequency band and producing
mutual interference as shown in Fig. 1. The first transmitteeiker pair(Tx;, Rx;) is the primary link.
The pair (Tx2, Rx2) is an opportunistic link subject to the strict constrainattthe primary link must
transmit at a rate equivalent to its single-user capacigndde byN; and M;, with i = 1 (resp.i = 2),

the number of antennas at the primary (resp. secondaryjveecend transmitter, respectively. Each
transmitter sends independent messages only to its respesteiver and no cooperation between them
is allowed, i.e., there is no message exchange betweemtitéers. This scenario is known as the MIMO
interference channel (IC) [15], [16] with private messageprivate message is a message from a given
source to a given destination: only one destination nodéls @ decode it. Indeed, we do not consider
the case of common messages which would be generated by rasgpuece in order to be decoded by
several destination nodes.

In this paper, we assume the channel transfer matrices betw#ferent nodes to be fixed over the
whole duration of the transmission. The channel transferimftbm transmitterj € {1,2} to receiver

i € {1,2} is anN; x M; matrix denoted byH,; which corresponds to the realization of a random matrix
with independent and identically distributed (i.i.d.) qolex Gaussian circularly symmetric entries with

zero mean and variancﬁ, which implies
V(i,j) € {1,2}%, Trace (E [H;; H]|) = N;. (1)

The L; symbols transmitter is able to simultaneously transmit, denotedshy, . . ., s; 1., are represented
by the vectors; = (si1,...,s:1,) . We assume thati € {1,2} symbolss; 1, ...,s;, are ii.d. zero-
mean circularly-symmetric complex Gaussian variablemaunmodel, transmittei processes its symbols
using a matrixV,; to construct its transmitted signaf;s;. Therefore, the matrixV; is called pre-
processing matrix. Following a matrix notation, the prignand secondary received signals, represented

by the N; x 1 column-vectors;, with i € {1,2}, can be written as

r) H;; Hio Visi N n; 7 )
ro H> Ha Vaso ny
wheren; is an N;-dimensional vector representing noise effects at recgiwgith entries modeled by
an additive white Gaussian noise (AWGN) process with zerammend variance’?, i.e.vi € {1,2},
E [n;nf'] = 6?1y,. At transmitter; € {1,2}, the L; x L; power allocation matri@®; is defined by the
input covariance matrix; = E [szsf{] Note that symbolss;;...,s;r,, Vi € {1,2} are mutually

independent and zero-mean, thus, the PA matrices can b&emwids diagonal matrices, i.eB; =
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diag (pin,- .., pir.). ChoosingP; therefore means selecting a given PA policy. The power caimssr

on the transmitted signal¥;s; can be written as
Vi e {1,2}, Trace(V,P;V) < M; pimax- (3)

Here, we have assumed that the i.i.d. entries of matiitgsfor all (i, j) € {1, 21?, are Gaussian random
variables with zero mean and varian%. This assumption together with the power constraints ing3) i
equivalent to considering a system where the entries oficeatH,; for all (¢, j) € {1, 2}2 are Gaussian
random variables with zero mean and unit variance, and #mesitnitted signaV;s; are constrained by a
finite transmit powep; .,.x. Nonetheless, the first assumption allows us to increaseitimendion of the
system (number of antennas) while maintaining the sameageereceived signal to noise ratio (SNR)
level pg—’; Vi € {1,2}. Moreover, most of the tools from random matrix theory usethie asymptotic
analysis of the achievable data rate of the opportunistic in Sec. IV-B, require the variance of the
entries of channel matrices to be normalized by their sizat ©hthe reason why the normalized model,
i.e., channel transfer matrices and power constrainteatisely satisfying (1) and (3), was adopted.

At receiveri € {1, 2}, the signalr; is processed using aN; x N; matrix D; to form the V;-dimensional
vectory; = D;r;. All along this paper, we refer t®,; as the post-processing matrix at receiver
Regarding channel knowledge assumptions at the differedés) we assume that the primary terminals
(transmitter and receiver) have perfect knowledge of th&im&l;; while the secondary terminals have
perfect knowledge of all channel transfer matriggg, v(i, j) € {1, 2}2. One might ask whether this setup
is highly demanding in terms of information assumptionsfdct, there are several technical arguments
making this setup relatively realistic: (a) in some cordepttannel reciprocity can be exploited to acquire
CSI at the transmitters; (b) feedback channels are oftedaé@iin wireless communications [11], and
(c) learning mechanisms [12] can be exploited to iteragidelrn the required CSI. In any case, the
perfect information assumptions provide us with an uppembloon the achievable transmission rate for

the secondary link.

IIl.  NTERFERENCEALIGNMENT STRATEGY

In this section, we describe how both links introduced in Skecan simultaneously operate under
the constraint that no additional interference is gendrlatethe opportunistic transmitter on the primary
receiver. First, we revisit the transmitting scheme impletaeé by the primary system [14], then we
present the concept of transmit opportunity, and finally wieotluce the proposed opportunistic IA

technique.
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A. Primary Link Performance

According to our initial assumptions (Sec. Il) the primamklimust operate at its highest transmission
rate in the absence of interference. Hence, following tiselte in [14], [17] and using our own notation,
the optimal pre-processing and post-processing schemeld@rimary link are given by the following
theorem.

Theorem 1: LetH; = UHMAHMVj’Z’I11 be a singular value decomposition (SVD) of thge x M;
channel transfer matri¥;;, with Ug,, and Vg, ,, two unitary matrices with dimensiolN; x N, and
M x M, respectively, and\ y,, an Ny x M; matrix with main diagonal()\Hn,l, e /\thmin(NhMl))
and zeros on its off-diagonal. The primary link achieves citgeby choosingv, = Vy,,, D1 = Ugu,

P1 = diag(pljl, A ,pLMl), where

+
2
g
Vne{l,...,Mi}, p1,n=<ﬁ—/\1> ; (4)
HEH,;n
with, Ayr g, = Af Ap, = diag (Agzp,, 1, -, A, ) and the constant (water-level) is set

to saturate the power constraint (3).

Let N £ min(Ny, M;). When implementing its capacity-achieving transmissiohesne, the primary
transmitter allocates its transmit power over an equitatéannelD;H;;V; = Ay,, which consists of
at mostrank(H H;;) < N parallel sub-channels with non-zero channel g[S 77,, n» rESpeECtively.
These non-zero channel gains to which we refer as transmierdilons, correspond to the non-zero
eigenvalues of matri>HﬁH11. The transmit dimensiom € {1,...,M;} is said to be used by the
primary transmitter ifp; ,, > 0. Interestingly, (4) shows that some of the transmit dimamsican be left

unused. Letn; € {1,..., M;} denote the number of transmit dimensions used by the primsey.

M,
mi = Z 1]07M1p1,max} (pl,n)

n=1

" (5)
= Z ]]' a% (AHﬁthn)'
n=1 :|?,+oo[
AS p1 max > 0, the primary link transmits at least over dimensign= arg max g m,,m)
me{1,...,min(Ny, M)} e
regardless of its SNR, and moreover, there exist at Mbstansmit dimensions, thus
1 <my <rank(HZH;;) < N. (6)

In the following subsection, we show how those unused dimessof the primary system can be seen

by the secondary system as opportunities to transmit.
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B. Transmit Opportunities

Once the PA matrix is set up following Th. 1, the primary egléna channeIDlHHVlP}/2 =
AHMP}/2 is an Ny x M, diagonal matrix whose main diagonal containg non-zero entries anty —m;
zero entries. This equivalent channel transforms the set.pfused andM; — mq unused transmit
dimensions into a set afi; receive dimensions containing a noisy version of the piynsgnal, and
a set of Ny — my unused receive dimensions containing no primary signal. /hheused dimensions
are called primary reserved dimensions, while the remgitNip — m; dimensions are named secondary
transmit opportunities (TO). The IA strategy, described it®a I1I-C, allows the secondary user to
exploit theseN; — m receive dimensions left unused by the primary link, whil@iding to interfere
with the m; receive dimensions used by the primary link.

Definition 2 (Transmit Opportunities): L&ty p,, 1,--- Agn g, 1, D€ the eigenvalues of matrik Hyy
and § be the water-level in (Th. 1). Let;, as defined in (5), be the number of primary reserved

dimensions. Then the number of transmit opportuniies/ailable to the opportunistic terminal is given

by

M,
SéNl_ml :Nl_z]]‘ a% (AH{{Hu,n) (7)
n=1 } ?,—&-oo{
Note that in this definition it is implicitly assumed that thember of TOs is constant over a duration
equal to the channel coherence time.

Combining (6) and (7) yields the bounds on the number of trainepportunities
N —N<S<N -1 (8)

A natural question arises as to whether the number of TOsfigisutly high for the secondary link
to achieve a significant transmission rate. In order to pewad element of response to this question, a
method to find an approximation of the number of TOs per prini@ysmit antenna$,,, is proposed in
Section IV-A. In any case, as we shall see in the next subsgdtidake advantage of the TOs described

here, a specific signal processing scheme is required in twndary link.

C. Pre-processing Matrix

In this subsection, we define the interference alignmentitiondo be met by the secondary transmitter
and determine a pre-processing matrix satisfying this itiomd
Definition 3 (IA condition): Lef;; = Ugy,, Ay, V] be an SVD ofl;; and

R = ofly, +Ufj, HaVoP, VI H LUy, )
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be the covariance matrix of the co-channel interference I[JGius noise signal in the primary link.
The opportunistic link is said to satisfy the IA condition td bpportunistic transmission is such that
the primary link achieves the transmission rate of the emjeivt single-user system, which translates

mathematically as

logy [Ln, + & An, PLAS
logs ‘INl + R_IAHuPlAgu‘ :

(10)

Our objective is first to find a pre-processing mafkix that satisfies the IA condition and then, to tune
the PA matrixP, and post-processing matri®, in order to maximize the transmission rate for the
secondary link.

Lemma 1 (Pre-processing matrs): Let Hy; = UHHAHuvgll be an ordered SVD adfl;;, with

Upy,, and Vg, , two unitary matrices of sizéV; x N; and M; x M, respectively, andAy,, an

N1 x M7 matrix with main diagonal()\Hml, e ,Athmin(NhMl)) and zeros on its off-diagonal, such
that Ajy, 1 = Ap, 0 2 - 2 Al nin(aan )+ LEt @lso they x My matrix H = U# Hi, have a block
structure,
M,
—>
0= m|  E) (11)
N1 — mll I:IQ

The IA condition (Def. 3) is satisfied independently of the R&im P2, when the pre-processing matrix
V, satisfies the condition:
Hi Vo = 0,41, (12)

where L is the dimension of the null space of matifik; .

Proof: See Appendix A. |
Another solution to the IA condition was given in [1], namé#, = Hl‘QlUHHPl for a given diagonal
matrix Py = diag (P11, .-, P11, ), With p1, = # - B +, where 3 is the water-level of the
primary systemTh. ) andn € {1,..., M;}. Howel\;e;,lrsuch a solution is more restrictive than (12)
since it requiresH ;» to be invertible and does not hold for the case wién# M, V(i, ) € {1,2}2
PluggingVs from (12) into (9) shows that to guarantee the IA conditiof) {Be opportunistic transmitter
has to avoid interfering with the:; dimensions used by the primary transmitter. That is the reagty
we refer to our technique as OIA: interference from the sdaonuser is made orthogonal to the
receive dimensions used by the primary link. This is achiebgdaligning the interference from the

secondary user with th&; — m; non-used receive dimensions of the primary link.
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From Lemma 1, it appears that tlie columns of matrixV, have to belong to the null spaééer(ﬁl)
of H, and therefore to the space spanned by dhe Ker(H;) = M, — rank(H;) last columns of
matrix V; , whereH, = U, A VI is an SVD of Hy;with Uy and Vi two unitary matrices

of respective sizesn; x m; and Ms x M,, and Aﬁl an m; x M, matrix containing the vector

(Afty 10> My min(ms M) ON it main diagonal and zeros on its off-diagonal, such ﬁ%ﬂ,l >
> )\%hmin(mh%). ie., ~

V3 € Span (vg?nk(Hl)H), e ,vg\]@)> . (13)

Here, for alli € {1, ..., Ms}, the column vectonvgr)1 represents thé” column of matrixVH1 from the

left to the right.

In the following, we assume that thi, columns of the matrixV, form an orthonormal basis of the
corresponding subspace (13), and thvg§! Vo = I,,. Moreover, recalling thaH, is of sizem; x Mo,
we would like to point out that:

o Whenm; < My, rank(H;) < m; anddim Ker(H;) > M, —m; with equality if and only ifH, is
full row-rank. This means that there are always at lédst— m; > 0 non-null orthogonal vectors
in Ker(H;), and thus,L, = dim Ker(H;). ConsequentlyV, can always be chosen to be different
from the null matrixOx, « 1., -

« When, M, < my, rank(H;) < M, anddim Ker(H;) > 0, with equality if and only ifH; is full
column-rank. This means that there are non-zero vectoféehﬁﬁl) if and only if H; is not full
column-rank. Consequently/, is a non-zero matrix if and only i, is not full column-rank, and
again L, = dim Ker(H;).

Therefore, the rank oV is given byL; = dim Ker(I:I1) < M,, and it represents the number of transmit
dimensions on which the secondary transmitter can allgoaseer without affecting the performance of
the primary user. The following lower bound dn, holds
Ly = dim Ker(H;) = My — rank(H;)

> My — min(Ms, my) (14)

= max(0, My —my).
Note that by processing, with V, the resulting signaV ;s becomes orthogonal to the space spanned
by a subsetof m; rows of the cross-interference channel matbx = UﬁuHm. This is the main
difference between the proposed OIA technique and the icissero-forcing beamforming (ZFBF)

[18], for which the transmit signal must be orthogonal to weole row space of matrifl. In the ZFBF

case, the number of transmit dimensions, on which the secgrichnsmitter can allocate power without

February 25, 2010 DRAFT



10

affecting the performance of the primary user, is givenlbypr = dim Ker(H) = M; — rank(H).
Sincerank(H;) < rank(H), we haveLs gr < Lo. This inequality, along with the observation that
Ker(H) C Ker(H;), shows that any opportunity to use a secondary transmit o provided by
ZFBF is also provided by OIA, thus OIA outperforms ZFBF. In the theubsection we tackle the
problem of optimizing the post-processing matfdy to maximize the achievable transmission rate for

the opportunistic transmitter.

D. Post-processing Matrix

Once the pre-processing matriX; has been adapted to perform IA according to (13), no harmful
interference impairs the primary link. However, the se@wgdeceiver undergoes the co-channel inter-
ference (CCI) from the primary transmitter. Then, the joifiee of the CCI and noise signals can be

seen as a colored Gaussian noise with covariance matrix
H yyH 2
Q = H21VH11P1VH11H21 + O’QINQ. (15)

We recall that the opportunistic receiver has full CSI of &lhonel matrices, i.eH; ;, V(i, ) € {1,2}%
Given an input covariance matriRs, the mutual information between the inpsgt and the output

y2 = Dors is
Ry(P3,03) = log,|In,+D2Ha VP, VIHIL DI (D.QDY) |
< 1og2(INZ,+<;z*%1k122V2P2V2HH§2 *%j, (16)

where equality is achieved by a whitening post-processitgrfiD, = Q= [19]. i.e., the mutual
information between the transmitted sigsalandr,, is the same as that betwesnandys; = Dors.
Note also that expression (16) is maximized by a zero-mesrularly-symmetric complex Gaussian

input s9 [14].

E. Power Allocation Matrix Optimization

In this subsection, we are interested in finding the input casae matrixP, which maximizes the
achievable transmission rate for the opportunistic liRl(P2, 03) assuming that both matricéé, and
D> have been set up as discussed in Sec. llI-C and 1lI-D, respéctMore specifically, the problem of

interest in this subsection is:

max log, IN2+Q_%H22V2P2V§H§2 _%)
P2 (17)
S.t. Tracg VoPoy VI ) K Mopa max.
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11

Before solving the optimization problem (OP) in (17), we Byiedescribe the uniform PA scheme
(UPA). The UPA policy can be very useful not only to relax somi@imation assumptions and decrease
computational complexity at the transmitter but also beeaiti corresponds to the limit of the optimal
PA policy in the high SNR regime.

1) Uniform Power Allocation:In this case, the opportunistic transmitter does not perfany opti-
mization on its own transmit power. It rather uniformly spds its total power among the previously

identified TOs. Thus, the PA matriR, is assumed to be of the form
Pyvpa =1L, (18)

where the constant is chosen to saturate the transmit power constraint (3),

y = M2 P2, max _ M2p2,max (19)
Trace (Vgi ) Ly,

2) Optimal Power AllocationHere, we tackle the OP formulated in (17). For doing so, wearassthat
the columns of matrixV, are unitary and mutually orthogonal. We define the makise Q‘éHQQVQ,
whereK is an Ny x Lo matrix. LetK = UKAKV};[ be an SVD of matrixKK, where the matrice¥ g
and Vi are unitary matrices with dimensiod$, x Ny, and Ly x Lo respectively. The matriA i is an
Ny x Lo matrix with at mostmin (N2, L2) non-zero singular values on its main diagonal and zerosin it
off-diagonal entries. The entries in the diagonal of the marx are denoted byr 1, - -, A min(Na, L)

Finally, the original OP (17) can be rewritten as
arg Hll)%X logs [T, +AK VEP, VAL
o Tracep,) = TracevipP,Vy) (20)
h < M3 p2 max-

Here, we define the square matrices of dimendign

P, 2 VAP,V (1)
and A g g 2 ARA K = diag (A\grx 1. Axnk.r,). Using the new variableB, and A jx i, we can
write that

[Tn, +ARVEP VALl = [T, +Acn ( Pof
Lo (22)
< H(1+>\KHK,nﬁ2,n>
n=1
where ps ,, With n € {1,..., Ly} are the entries of the main diagonal of mati®. Note that in

(22) equality holds ifP, is a diagonal matrix [20]. Thus, choosif®, to be diagonal maximizes the
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transmission rate. Hence, the OP simplifies to

Lo

Smax 3 logy (14 Akcnin Pan)

s sLa n:1L2 (23)
S.t. Zﬁln < M2p2,maxv
n=1
The simplified optimization problem (23) has eventually a wiéiteng solution of the form
1 +

Vn € {L"'?L?}) ]52,n: (ﬁ2_ \ ) 5 (24)

KHKn

where, the water-levebs is determined to saturate the power constraints in the @mtion problem
(23). Once the matriP, (21) has been obtained using water-filling (24), we define thienap PA matrix
P2 opa by

Pyopa = diag(pai,...,P2.L,), (25)

while the left and right hand factor¥] x and VL, of matrix P, in (21) are included in the pre-processing
matrix:

Vaopa = VaVk. (26)

In the next section, we study the achievable transmissites raf the opportunistic link.

IV. ASYMPTOTIC PERFORMANCE OF THESECONDARY LINK

In this section, the performance of the secondary link idyaea in the regime of large number of
antennas, which is defined as follows:

Definition 4 (Regime of Large Numbers of Antennas): The reginagd humbers of antennas (RLNA)
is defined as follows:

o Vie{1,2}, N; — +o0;

o Vje{l,2}, M; — 4oc;

o V(i,j) € {1,2}?, Mjh—{r-&l-oo % = aj; < 400, anda;; > 0 is constant.

N;——+o0

A. Asymptotic Number of Transmit Opportunities

In Sec. lll, two relevant parameters regarding the perfosaaof the opportunistic system can be
identified: the number of TOsS) and the number of transmit dimensions to which the secgndser

can allocate power without affecting the performance ofghmary user (o). Indeed,Ls is equivalent
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to the number of independent symbols the opportunisticegyss able to simultaneously transmit. In the

following, we analyze both parametessand L, in the RLNA by studying the fractions

See = Nlim iand, (27)
Mo T

Lo
Lo £ lim
0 N;—+o0 M2
Msy——+o00

Using (7), the fractionS,, can be re-written as follows

(28)

1
= li — (N7 —
SOO ngr-il-oo M1 ( ! ml)
MQHJ”OO
1
= < — mLoo) , (29)
a1
where,
L i 30
M,00 N1i>+oo M1 ( )
M, —+oo

As a preliminary step toward determining the expressionS.ofand L, ., we first show how to find the
asymptotic water-leveB,, in the RLNA, and the expression af; .. First, recall from the water-filling

solution (4) and the power constraint (3) that

1 & 1 & o2 \"
7 - G S
i ;pl,n i 2 (ﬁ AH{{HH,) . (31)
Define the real functiory by
0, if A\=0,
a(A) = SNt (32)
(5—71) CifA>0,
which is continuous and bounded @&". (31) can be rewritten as
» Z Matnn) = [ aO) Fiih, ) ax (39
where fH]ng is the probability density function associated with the &gl eigenvalue distribution

Fg\ﬁgu of matrix H, Hy;. In the RLNA, the empirical eigenvalue distributia}?ﬁﬁ}[11 converges almost

surely to the deterministic limiting eigenvalue distrilout /'x 5, known as the Marenko-Pastur law

[21] whose associated density is

+ —a) T (b—\)T
Frgan, () = (1= 25 8(n) + Y=g A (34)
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where,a = (1--2 )2 andb =(1

V11

+¢;T)2. Note that the Marenko-Pastur law has a bounded real positive
support{{0} U [a,b]} andq is continuous and bounded dh'". Consequently, in the RLNA, we have

the almost sure convergence of (33), i.e.,

/OO aV) fHHHll( ) dA =5 N q(N) e ey, (A)dA.

—0o0 —0o0

Thus, in the RLNA (Def. 4), the water-levél,, is the unique solution [22] to the equation

b

Lo () e (35)
max( L 3 ,a)

and it does not depend on any specific realization of the chararesfer matrixH;;, but only on the

maximum powerm max and the receiver noise poweif.

We can now deriven; .. From (5), we have
M,

M = lim Zﬂ} E
M;—+o00
= lim OOIL 2 ()f(M1 (A\) dA
J]‘\/?—H_"—-oo :|/517+OO|: H{{Hyy
1——400
b
@3, R Aci) L R DY (36)

max(a,;—;)
Thus, given the asymptotic number of transmist dimensioad by the primary link per primary transmit
antennam; ., we obtain the asymptotic number of transmit opportunigies primary transmit antenna

Seo by following (27), i.e.,

b
S —1—/ , YROU= gy (37)
a1 max(a, ;Olo)
From (8), the following bounds 08, hold in the RLNA:
1 + 1
——1) <So<—. (38)
11 Q12

Finally, we give the expression di, . Recall thatL; = dim Ker(fll) = My — rank(ﬂl). The rank

of H, is given by its number of non-zero singular values, or edeivity by the number of non-zero

eigenvalues of matriFl{’H; . Let Afr, 10 A, v, denote the eigenvalues of matiik}’ ;. We
have
. rank(H; )
L =1- 1 b StV
200 N17]\412H—1>+OO M2
1 &
=1 vaj\}fizrg—i-oo E ;:1 1]0#00[()‘1?[{{191,”) (39)
+oo
- 1 (Mz
=1 Nl,]\1412r2+oo /oo ]1]07+OO[( >fHHH1( ) ’
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wherefg\i% (M) is the probability density function associated with the &iogal eigenvalue distribution
F}IAI{% . Hy is of sizem; x M,, and the ratio%j converges in the RLNA to

. My 12
a & lim — =" < 00. (40)
N1,M;,Ms—0o0 T a11M1 00

Thus, in the RLNA, the empirical eigenvalue distributiﬁﬁ\fg[ converges almost surely to the Manko-

Pastur law [21]F1€11H 7, With associated density

fﬁ{{gl()\) _ <1 B 1>+5()\)+ \/()\—C)+ (d—/\)-&-’

1 \? 1 \?
wherec = <1 — ~> andd = (1 + — ) .
Vv Q1 Vv Q1

Using (41) in (39) yields

+oco
Lo o i | —/ ]1}0,+oo[()‘)fﬁffgl()‘)d)‘

—00

+oo
= /_ Lj—o0,01y (A f i g7, (A)dA (42)

+
_ <1_}> |
aq
Thus, given the asymptotic water-levgl, for the primary link, the asymptotic humber of TOs per

transmit antenna is given by the following expression

+
L2,oo = (1 - ml,oo) (43)

@12

Q2 2w\

b +
- (1— ow / NAGD L dA) .

max(a, 7
Note that the numbers() of TOs as well as the numbef.{) of independent symbols that the secondary
link can simultaneously transmit are basically determibgdhe number of antennas and the SNR of the
primary system. From (27), it becomes clear that the higheiSINR of the primary link, the lower the
number of TOs. Nonetheless, as we shall see in the numereaaies in Sec. V, for practical values

of SNR there exist a non-zero number of TOs the secondary gayslexploit.

B. Asymptotic Transmission Rate of the Opportunistic Link

In this subsection, we analyze the behavior of the oppastieniate per antenna

Ra(P2,03)2 L log, [In, +Q 'Hao Vo Py VI HLL| (44)

1
N
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in the RLNA. Interestingly, this quantity can be shown to aenge to a limit, the latter being independent
of the realization ofHss. In the present work, we essentially use this limit to condu@erformance
analysis of the system under investigation but it is impdrta know that it can be further exploited,
for instance, to prove some properties, or simplify optatian problems [23]. A key transform for
analyzing quantities associated with large systems is tiedtj& transform, which we define in App. B.
By exploiting the Stieltjes transform and results from ramdmatrix theory for large systems (See App.
B), it is possible to find the limit of (44) in the RLNA. The corresuling result is as follows.

Proposition 5 (Asymptotic Transmission Rate): Define the mexdri

AN
M; = HyuVy, P/Vh HI (45)
AN
M, = HyV,P,VIHLD (46)
M £ M, + M, (47)

and consider the system model described in Sec. Il with agpyitink using the configuratioiV,, Dy,
P;) described in Sec. llI-A, and a secondary link with the coméijan (V, D2, P2) described in Sec.
II-C, 1I-D, with Py any PA matrix independent from the noise Iezsrél Then, in the RLNA (Def. 4),
under the assumption tha&; and V,P,VZ have limiting eigenvalue distribution8p, and Fy,p,yn
with compact support, the transmission rate per antennahefdpportunistic link( Tx2-Rx2) converges
almost surely to

1 +00

Ro oo = G, (—2) — Gy (—2) dz, (48)

me /.,
where,G/(z) and Gy, () are the Stieltjes transforms of the limiting eigenvalueridistion of matrices
M and M;, respectivelyGs(z) and Gy, (z) are obtained by solving the fixed point equations (with

unique solution when € R~ [24]):

—1
G = 49
and
—1
G = , 50
N (RO (R E) (%0
respectively, where the functiopéu) and h(u) are defined as follows
2 gl 51
9(u) e (51)
hu 2 B|—P2 |, 52
(u) 1+;22pzu] (52)
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with the expectations in (51) and (52) taken on the randomabées p; and p, with distribution Fp,
and Fy, p,y#, respectively.

Proof: For the proof, see Appendix C. [ ]
The (non-trivial) result in Prop. 5 holds for any power alléoat matrix P independent ofz2. In
particular, the case of the uniform power allocation polpsrfectly meets this assumption. This also
means that it holds for the optimum PA policy in the high SNRimeg For low and medium SNRs,
the authors have noticed that the matk op4 is in general not independent oﬁ. This is because
P, is obtained from a water-filling procedure. The correspond@uipnical problem is not trivial and is

therefore left as an extension of the present work.

V. NUMERICAL RESULTS
A. The NumberS of Transmit Opportunities

As shown in (27), the number of TOs is a function of the numieardennas and the SNR of the
primary link. In Fig. 2, we plot the number of TOs per transmitemnasS,, as a function of the SNR
for different number of antennas in the receiver and tratismof the primary link. Interestingly, even
though the number of TOs is a non-increasing function of th& SNg. 2 shows that for practical values
of the SNR (0 - 20 dBs.) there exists a non-zero number of TOs. Note also tleantimber of TOs
is an increasing function of the ratia{; = %—;). For instance, in the cas¥; > M, i.e.,a11 > 1 the
secondary transmitters always sees a non-zero number ofnb@pendently of the SNR of the primary
link, and thus, opportunistic communications are alwayasitde. On the contrary, whem;; < 1, the
feasibility of opportunistic communications depends oa 8NR of the primary link.

Finally, it is important to remark that even though, the as@lyof the number of TOs has been done in
the RLNA (Def. 4), the model is also valid for finite number of @mas. In Fig. 2, we have also ploted
the number of TOs observed for a given realization of the shhtransfer matrixt,; when Ny = 10
andaq; € {3,1,2}. Therein, it can be seen how the theretical result from (27ches the simulation

results.

B. Comparison between OIA and ZFBF

We compare our OIA scheme with the zero-forcing beamfornfitigBF) scheme [18]. Within this

scheme, the pre-processing matk, denoted byV, zrpr, satisfies the condition

H2V3 zrr = 0N, L,, (53)
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which implies that ZFBF is feasible only in some particularesasegarding the rank of matrid,,. For
instance, when/, < N7 andH;5 is full column rank, the pre-processing matrix is the nulltrixai.e.,
Vi zrBr = O, 1, @and thus, no transmission takes place. On the contrary,eircéise of OIA when
Ms < Ny, it is still possible to opportunistically transmit with am-null matrix V, in two cases as
shown in Sec. IlI-C:

o If m1 < My,

e or if my > M, andHj, is not full column rank.

Another remark is that when using ZFBF and both primary and resmy receivers come close, the
opportunistic link will observe a significant power reduatisince both the targeted and nulling directions
become difficult to distinguish. This power reduction will les$ significant in the case of OIA since
it always holds thatank(Vq) > rank(Va zrpr) thanks to the existence of the additional TOs. Strict
equality holds only whenS = (a%l — 1>+. As discussed in Sec. llI-B, the number of TQS) (is
independent of the position of one receiver with respech&dther. It rather depends on the channel
realizationH;; and the SNR of the primary link.

In the following, for the ease of presentation, we consithat both primary and secondary devices are
equipped with the same number of antendgs= N, = N, and N; = M, = Ms, respectively. In this
scenario, we consider the cases whaie> N, and N; < N,.

1) CaseN; > N,: In Fig. 3, we consider the case whetex %, with N, € {3,9}. In this case, we
observe that even for a small number of antennas, the OlAnigeé is superior to the classical ZFBF.
Moreover, the higher the number of antennas, the higheritferahce between the performance of both
techniques. An important remark here is that, at high SNRp#rormance of ZFBF and OIA is almost
identical. This is basically because at high SNR, the numb@&rQs tends to its lower boun&y; — N,
(from (8)), which coincides with the number of spatial difens to which ZFBF can avoid intefering.
Another remark is that both UPA and OPA schemes perform ickht at high SNR.

2) CaseN; < N,: In this case, the ZFBF solution is not feasible and thus, wedariy on the OIA
solution. In Fig. 4, we plot the transmission rate for the cabere N, = N; € {3,6,9}. We observe
that at high SNR for the primary link and small number of antenrithe uniform PA performs similarly
as the optimal PA. For a higher number of antennas and low SNiRemprimary link, the difference
between the uniform and optimal PA is significant. To show thedct of the SINR of both primary
and secondary links on the opportunistic transmission, naee present Fig.5. Therein, it can be seen
clearly that the transmission rate in the opportunisti& i inversely proportional to the SNR level at

the primary link. This is due to the lack of TOs as stated in SB&B.| For the case whenv, < N,
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with strict inequality, an opportunistic transmissionealkplace only ifN, — N; < S andH;; is not full
column rank. Here, the behaviour of the opportunistic tngission rate is similar to the cag€é. = N,
with the particularity that the opportunistic transmissi@te reaches zero at a lower SNR level. As in

the previous case, this is also a consequence of the numlasribdble TOs.

C. Asymptotic Transmission Rate

In Fig. 6, we plot both primary and secondary transmissiogsrédr a given realization of matricés; ;
V(i,j) € {1,2}2. We also plot the asymptotes obtained from Prop. 5 consiglasiPA in the secondary
link and the optimal PA of the primary link (4). We observe ttlia both cases the transmission rate
converges rapidly to the asymptotes even for a small numbemtennas. This shows that Prop. 5
constitutes a good estimation of the achievable transomssite for the secondary link even for finite
number of antennas. We use Prop. 5 to compare the asympttgniission rate of the secondary and
primary link. The asymptotic transmission rate of the priynegceiver corresponds to the capacity of
a single userN; x N, MIMO link whose asymptotes are provided in [25]. From Fig. 6b&comes
evident how the secondary link is able to achieve transorissites of the same order as the primary

link depending on both its own SNR and that of the primary link.

VI. CONCLUSIONS

In this paper, we proposed a technique to recycle spatiattiims left unused by a primary MIMO
link, so that they can be re-used by secondary links. Intiegdg, the number of spatial directions can
be evaluated analytically and shown to be sufficiently highallow a secondary system to achieve
a significant transmission rate. We provided a signal coostnu technique to exploit those spatial
resources and a power allocation policy which maximizesofmygortunistic transmission rate. Based on
our asymptotical analysis, we show that this techniqueaalla secondary link to achieve transmission
rates of the same order as those of the primary link, depgralirtheir respective SNRs. To mention few
interesting extensions of this work, we recall that our 8ofuconcerns only two MIMO links. The case
where there exists several opportunistic devices andi@rakprimary devices remains to be studied in
details. More importantly, some information assumptiomsid be relaxed to make the proposed approach
more practical. This remark concerns CSI assumptions butkebavioral assumptions. Indeed, it was
assumed that the precoding scheme used by the primary fittarsis capacity-achieving, which allows
the secondary transmitter to predict how the secondargrméter is going to exploit its spatial resources.

This behavioral assumption could be relaxed but some spiading mechanisms should be designed
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to know which spatial modes can be effectively used by thersgary transmitter, which could be an

interesting extension of the proposed scheme.

APPENDIXA

PROOF OFLEMMA 1

Here, we provd.emma Iwhich states that: if a matri¥, satisfies the conditiofl; Vy = O(N,—S)xLs
then it meets the IA condition (3).

Proof: Let Hy; = UHHAHung be a sorted SVD of matriH;,, with Uy, and Vg, ,, two
unitary matrices of sizesv; x N; and M; x M, respectively, and\y,, an Ny x M; matrix with
main diagonal(As,, 1 - -, A, min(v,,0r,)) @nd zeros on its off-diagonal, such they | > A3 , >
> )‘1211117min(N1,M1)' Given that the singular values of the mathk ; are sorted, we can write matrix

AH11P1A§11 as a block matrix,

v Oy x(Ny—my)
AH11P1A§11:< ' : (54)

O(Nl_'m’l)x"nl O(Nl—ml)X(Nl—ml)

. . . . o . 2 2
where the diagonal matri¥ of sizem; x my is ¥ = diag (AHUJ Diaye s )\thml pljml).
Now let us split the interference-plus-noise covariancérim#9) as:
my Ni—my
—>
R= m I Ri+021,, R, (55)
)
lemII Rg RS“FU?INl—m.l

where(R; + o1l ) and (Rs + 031y, _n, ) are invertible Hermitian matrices, and matrides, R, and
R3 are defined from (9) and (11) as

R, 2 H,V,P,VIHI (56)
R, 2 H,V,P,VIHY, (57)
R; 2 H,V,P,VIHI, (58)

Now, by plugging expressions (54) and (55) in (10), the IAditan can be rewritten as follows:
log, |01, +¥ |—log, |02, |=log, |Ri+0?1,,, +¥|

- 10%2 ‘Rl +U%Im,1 ‘ - (59)

2 H 2 -1
1 ‘R3+011N1—7711’R2 (R1+“117”1) 1:(2|
089 -1
|R3+af1Nl,ml —RI (Ry+03Lm, +¥) R2|

Note that there exists several choices for the submatRgeR -, andR 3 allowing the equality in (59) to

be met. We see that a possible choice in order to meet the ldittmmis R; = 0, R, = 0, independently
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of the matrixRg3. Thus, from (56) and (57) we hayl®; = 0 and R, = 0 by imposing the condition

H,Vy = 0., x,,» for any given PA matrixP2, which concludes the proof. [ |

APPENDIX B

DEFINITIONS

In this appendix, we present useful definitions and previessits used in the proofs of Appendix C.
Definition 6: LetX be annxn random matrix with empirical eigenvalue distribution ftioo F)(("). We

define the following transforms associated with the distign F forz e €t = {#z € C:Im(z) > 0}:

Stieltjes transformey(z) = / Aard ), (60)
Ta(z) =2 / ELpdFe o), (61)
S-transformsy(x) 2 i), (62)

z

where the functiorf ' (2) is the reciprocal function off x(2), i.e.,
T (Tx(2) = Tx (T (2) = 2. (63)

From (60) and (61), we obtain the following relationship begw the functioi x (z) (namedY -transform

in [26]) and the Stieltjes transfor@ x (=),

1 1
Tx(z)=-1- ;GX <z> . (64)
APPENDIXC

PROOF OFPROPOSITIONS

In this appendix, we provide a proof of Prop. 5 on the asymptetipression of the opportunistic

transmission rate per antenna, defined by

Ry oo(P2,0%) & lim Ry(Pa, 0?).
V(l,])€{1,2}27 Ni,]\/[jHOO

W(i,g)€{1,:2)%, T —ai;<oo
First, we list the steps of the proof and then we present alddtdevelopment for each of them:

1) Step 1: Expres Rz (P2:03) g function of the Stieltjes transfornds,;, (z) and G (2),

2) Step 2: ObtairGy, (2),
3) Step 3: ObtainG(z),

Ro, o (P2,02)
2

4) Step 4: Integrat to obtain Ry o (P2, 03).

Step 1: Express %

502 2:) as a function of the Stieltjes transforms Gy, (2) and G(z).
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Using (16) and (15), the opportunistic rate per receiverarde?; can be re-written as follows
Ry(Py,02) = NLZ1og2’IN2JFQ*%anQlDQVngI2 *%‘ (65)
= o log, |02, + M + Mo | — iy log, |o3 T, + M |,

with M; = H21VH11 1VH H21, M, = HQQVQPZVHHQ? andM = M; + M,. MatricesM and

M, are Hermitian Gramian matrices with eigenvalue decomiposiM = UMAMUﬁ and M; =

U, A, Uﬁl, respectively. MatridU; andU y,, are N, x No unitary matrices, and ; = diag(Aas 1, ..., AmN,)
and Ay, = diag(Au,1,-..,Am,,N,) are square diagonal matrices containing the eigenvalugheof

matricesM and M; in decreasing order. Expression (65) can be written as
Ry (P3,02) = 1\% Z log, (024 An,:)—log, (U%Jr/\Ml,i) (66)

= / log, (A+02)dFi? (A)—log, (A+02)dFip2 ()

a.

S
— /10g2(>\+0'§)dF]w(>\)— /logz(/\—‘rag)dFMl (/\\)7

whereFﬁVQ) andijj\f) are respectively the empirical eigenvalue distributiohmatricesM andM; of
size N,, that converge almost surely to the asymptotic eigenvaikteilslitions ', and F, , respectively.
F); and F);, have a compact support. Indeed the empirical eigenvalughdison of Wishart matrices
Hl-jHH- converges almost surely to the compactly supportedc®taco-Pastur law, and by assumption,

matricesV,;P; VH

71

i € {1,2} have a limit eigenvalue distribution with a compact suppditien by
Lemma 5in [27], the asymptotic eigenvalue distribution M; and M, have a compact support. The
logarithm function being continuous, it is bounded on thepact supports of the asymptotic eigenvalue
distributions ofM; and M, therefore, the almost sure convergence in (66) could bairsxd by using
the bounded convergence theorem [28].

From (66), the derivative of the asymptotic rae . (P2, o%) with respect to the noise powes can

di% RQ,OC(P27O'§) == </ dF]u (A) / dF}\{l )

= 5(Gu(=03)~Gu, (~02)), (67)

be written as

where G (z) and Gy, (z) are the Stieltjes transforms of the asymptotic eigenvalgg&ibutions F,
and F}y,, respectively.
Step 2: Obtain Gy, (2)
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Matrix M; can be written as

P
M1 = \/0421H21VH11 Oéi;lvgan\/OQl. (68)

The entries of theN, x M; matrix \/as1Ho; are zero-mean i.i.d. complex Gaussian with variance
= N% thus /a1 Hy, is bi-unitarily invariant. MatrixV,, is unitary, consequently/az1Ha Vi,

has the same distribution g&x21Hy;, in particular its entries are i.i.d. with mean zero and azm'eN%.
From (4), C%ll is diagonal, and by assumption it has a limit eigenvalueritigion F'», . Thus we can

apply Theorem 1.1n [24] to M, in the particular case wherk = Oy, to obtain the Stieltjes transform

of the asymptotic eigenvalue distribution of matiif;

G}ul (Z) = C:()N2 (Z_a[Zl/vl'*'/\G}J\Ml(Z)dF(j;ll()\))
oo
= G0N2 (Z—am/ 71+/\G§ul(z)a2lfPl (a21/\)d/\>
— 00
o0
= Goy, (Z/ ey (t)dt>
— 00 @21 1

= Goy, (2-9(Gar, (2))), (69)

where the functiory(u) is defined by

@21

where the random variablefollows the c.d.f.Fp,.
The square null matrd has an asymptotic eigenvalue distributidg(A\) = w(\). Thus, its Stieltjes

transform is

1 1
Go(z) = /OO o Zé(A)d)\ =—= (70)
Then, using expressions (69) and (70), we obtain
G, (2) ! (71)
Z)= —————.
h z = 9(Ga (2))
Expression (71) is a fixed-point equation with unigque solutidrenz € R~ [24].
Step 3: Obtain Gj/(z) Recall that
M £ Hy,VoPo VI HY + Hy Vi, P1 VY HE (72)
To obtain the Stieltjes transfori@,;, we applyTheorem 1.1in [24] as in Step 2:
Gum(2) =Gum, (2 —9(Gu(?))) - (73)
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To obtain the Stieltjes transfori@,,, of the asymptotic eigenvalue distribution function of thatrx

M, = Hoy VoPo VIHEL  we first express its-transform as

Swm,(2) = SHQQVQPWQHHg(z)

S\/Oé22H22V2ﬁVHH22 Qoo (Z)’

and byLemma 1 in [27]

Sip(z) = (2 =)

S P
z+agg ) \/a22H2H2H22«/u22V2 ﬁVQH ( @2

and byTheorem 1 in [29]

Suy(2) = (z+1 g

ztaggy

z S z
Va3 Hh Haz /633 (“22) Vo 22 v H (022)

) @22
= (55%)
ztang 1+o¢22 a22

z
\% 12\/1‘1( >
[e3
) 2555 V2 22

vy 22 v H (%2) (74)

2055 72

o (2+a22

The S-transformsSyy, (2) and Sy,p,yx (£) in expression (74) can be written as functions of tHgir

transforms:
Sap(2) = tzr;,;(z),from (62) (75)
Se i (35) = 7 Tv; sy (55 from (62)
= e () 7o

@

Then, plugging (75) and (76) into (74) yields

1 z
-1 _ -1
TM2 (z) = <1 n z> TV2 :222 v <a22> . (77)

Now, using the relation (64) between tietransform and the Stieltjes transform, we write

G (2) = (j) (T% C) + 1) , (78)
and from (73), we obtain

Gu(z) = (ﬁ) (TM2 (%) + 1) . (79)
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We handle (79) to obtaidry(2) as a function of(y, p,yx (2):

Tu, (odoy) = —1-(2-9(Gu(2))) Gar(2)
m = T&;(—l—( z=9(Gu(2)) ) Gu(2))
1 — —1
z2—9(Gpr(2)) (z2=9g(Gp(2)) Gpr(2)
—1 (_ 1+(Z*9(G]»I(Z)))GZW(Z))
—Gr(z = ! (7 1+(z—g(GM(Z)))GM(Z))
M( ) szTéVgH ago
- — 429Gy () G (?)
Tvgj%VQH( G (2)) @22
_ 1
Gu(z) = (_z—g<GM(z>>)

(1+a22TV2iV2H(—GM(z))).

@22

From the definition of thér-transform (61), it follows that

_ — —Gum(2)A
azzTVQ%Vf( G (2) a22f1+GM(ZMdFV2;Tzzv2H()\)

_ —agoG s (2)\
= [ mEuian s (e ))dA

— —Gp(2)t Hdt
f 1+GM(Z)0‘;2 fV2P2v2H( ) .

Using (81) in (80), we have

Gu(2)= (‘W) (1=Gum(2) M(Gum(2)) ),

with the functioni(u) defined as follows

t
h(u) 2 /MdF\@PQVQH(t)Z

Q22

b2
1+ ipQu '

Q22
where the random variabje, follows the distributionfy, p,y s .
FactorizingG /(z) in (82) finally yields

-1

M) = O () — WG ()

Expression (83) is a fixed point equation with unique solutidremz € R_ [24].

Step 4: Integrate %‘g"’g) to obtain Ry(P2,02) in the RLNA.

From (67), we have that

In 2

%Rz.w(PmUS):i(GM(—Uﬁ)—GMl (=03))-
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(80)

(81)

(82)

(83)

(84)
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Moreover, it is know that ifo% — oo ho reliable communication is possible and thﬁg,Oo = 0. Hence,

the asymptotic rate of the opportunistic link can be obtaibg integrating expression (84)

R =i [ (G (-9) =G (=) a= 8

which ends the proof.
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Figure 2.  Fraction of transmit opportunities in the RLNA (Def. 4), i.8.. (27) as function of theSNR = mo% and
1

Qi = ]]‘\,—411 Simulation results are obtained by using one realization of the mHEtrixwhen N7 = 10.
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Figure 3. Transmission rate of the opportunistic link obtained by Monte Garialations as a function of tH&NR; = SNR»
when IA and ZFBF are implemented. The number of antennas saiisﬁyﬁ—i ~ g, with M; = Ms = N; and N; = Ny =
N, € {3,9} andSNR; = =52 for all i € {1,2}.
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Figure 4. Transmission rate of the opportunistic link obtained by Monte Garlalations as a function of t&NR; = SNRx.
The number of antennas satisfty; = M> = N; and N, = Ny = N,,, with N, = N,., andN,. € {3,6,9} andSNR,; = %
for all ¢ € {1,2}.
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Figure 5. Transmission rate of the opportunistic link obtained by Monte Garlalations as a function of tH&\NR,; = ”072“

i

with 7 € {1,2}. The number of antennas satisty, = M, = N, and N; = N> = N,., with N, = N, = 4.
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Figure 6. Asymptotic transmission rates per antenna of the opportunisti@dir&k function of the number of antennas when

N, = N, using uniform PA at different SNR levefsNR; = % Simulation results are obtained using one channel realization

for matricesH,; V(i, ) € {1,2}* and theoretical results using Prop. 5,
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