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Abstract—Considering the interaction through mutual interference of the different radio devices, the channel selection (CS) problem in decentralized parallel multiple access channels can be modeled by strategic-form games. Here, we show that the CS problem is a potential game (PG) and thus the fictitious play (FP) converges to a Nash equilibrium (NE) either in pure or mixed strategies. Using a 2-player 2-channel game, it is shown that convergence in mixed strategies might lead to cycles of action profiles which lead to individual spectral efficiencies (SE) which are worse than the SE at the worst NE in mixed and pure strategies. Finally, exploiting the fact that the CS problem is a PG and an aggregation game, we present a method to implement FP with local information and minimum feedback.

I. INTRODUCTION

In recent literature in wireless communications (see [1], [2], [3]), it has been shown that channel selection (CS) problems in decentralized parallel multiple access channels (MAC), where each transmitter is interested in its own spectral efficiency, can be modeled by strategic-form games. More importantly, it has been shown in [2] that CS problems in MAC are finite potential games (PG) [4]. In general, finite potential games belong to the class of games for which the existence of at least one Nash equilibrium (NE) is ensured [4]. Moreover, it has been shown that the iterative best-response dynamics (BRD) and fictitious play (FP) both converge to Nash equilibrium in potential games [5]. The BRD in CS problems has been studied in [3]. In this paper, we exclusively focus on the case of FP in its original version [6]. Here, it is shown that when several NE exists in the CS game, which is often the case at high signal-to-noise ratio, FP might converge to (strictly) mixed strategies and cycles of action profiles might be observed. This fact raises the main question to be answered by this paper: is the empirical measure of the frequency of each player’s actions a good metric to evaluate convergence? Here, we use a 2-player 2-action game to show that the actions or mixed strategies corresponding to an NE are never played even though a convergence of the empirical frequencies of each player is observed. Surprisingly, cycles of action profiles might lead players to achieve expected utilities which are worse than the worst expected utilities at NE in pure and mixed strategies.

Finally, we also show that the CS problem is an aggregation game [7]. Here, the utility achieved by a given player does not depend directly on the actions of all the players but on the actions of the given player and a linear combination of all the players’ actions. Interestingly, such a linear combination of actions in the CS problem in MAC, is just the multiple access interference (MAI) seen at the receiver. Thus, the MAI observed over each channel at the receiver can be fed back to the transmitters through a common signaling message. Using this message, it is shown that the FP can be implemented by relying on the fact that transmitters are able to obtain an estimate of their own channels and to calculate their utilities based on the above mentioned signaling message.

This paper is organized as follows. In Sec. II, we formalize the CS problem in parallel MAC and formulate the corresponding strategic-form game. In Sec. III, we present recent results on the existence and multiplicity of the NE in the CS game. In Sec. IV, we introduce the FP originally introduced in [6] using our notation. Therein, it is shown that the CS game possesses the fictitious play property and thus, FP converges to NE in the CS game. In Sec. V, we study the convergence of the FP in a 2-player 2-channel game and describe a two-action-profile cycle. In Sec. VI, we exploit the fact that the CS problem is an aggregation game to provide a practical way of implementing FP with milder information assumptions than its original version. Finally, the paper is concluded by Sec. VII.

II. MODELS

A. System Model

The channel selection (CS) problem in the parallel-MAC can be described as follows. Assume that there exist a set $\mathcal{K} = \{1, \ldots, K\}$ of transmitters communicating through a common set $\mathcal{S} = \{1, \ldots, S\}$ of orthogonal channels with a unique receiver. Channel $s \in \mathcal{S}$ has a bandwidth of $B_s$ Hertz and $B = \sum_{s=1}^{S} B_s$ Hertz. Each transmitter communicates with the receiver using a unique channel. Limiting transmitters to use a unique channel in decentralized networks is optimal for the global spectral efficiency of the network (see [8], [2], [3]). Let $t \in \mathbb{N}$ be a discrete time index. Denote by $p_{k,t} = (p_{k,1,t}, \ldots, p_{k,S,t})$ the PA vector of transmitter $k \in \mathcal{K}$ at time $t > 0$. Here, $p_{k,s,t}$ represents the transmit power of transmitter $k \in \mathcal{K}$ over channel $s \in \mathcal{S}$ at time $t > 0$. The set of available PA vectors for transmitter $k$ are $\{p_{k,max}e_n\}_{n \in \mathcal{S}}$, where $p_{k,max}$ is the maximum transmit power of transmitter $k$ and $e_n$ is the
In this paper, we refer to the game in strategic form defined by the set of players and the set of action profiles as, ∀∈\mathcal{K} \times \mathcal{S}, \mathcal{G} \models \text{CS problem in parallel-MAC}. Here, the set \mathcal{K} of players is the set of transmitters, and the set of action profiles is, ∀∈\mathcal{K},

\[ A_k = \{ p_{k, \text{max}} e_1, \ldots, p_{k, \text{max}} e_S \}. \] (3)

We denote by \( p_k^{(n)} \) the PA vector \( p_{k, \text{max}} e_n, \forall (k, n) \in \mathcal{K} \times \mathcal{S} \). An action profile \( \mathcal{G} \) is a super vector \( p = (p_1, \ldots, p_K) \in A \), where \( A \triangleq A_1 \times \cdots \times A_K \). The utility function \( u_k : A \rightarrow \mathbb{R} \) measures the benefit that player \( k \) obtains when it plays a specific action given the actions adopted by all the other players. Here, the utility function \( u_k \) is defined in (2), for all \( k \in \mathcal{K} \).

We assume the game \( \mathcal{G} \) is dynamic in the sense that it is repeatedly played a large number of times. We denote by \( p_k(t) \in A_k \), the PA chosen by player \( k \) at time \( t \). For the ease of notation, we denote \( u_k(t) = u_k(p_k(t), p_{-k}(t)) \). At each time \( t \), each player \( k \in \mathcal{K} \) chooses its PA \( p_k(t) \) following a probability distribution \( \pi_k = (\pi_{k,p_1^{(s)}}, \ldots, \pi_{k,p_K^{(s)}}) \in \Delta(\mathcal{A}_k) \), where \( \forall (k, s) \in \mathcal{K} \times \mathcal{S} \), \( \pi_{k,p_k^{(s)}} \) represents the probability that player \( k \) uses channel \( s \), i.e., for a given time \( t > 0 \),

\[ \pi_{k,p_k^{(s)}} = \Pr(p_k(t) = p_k^{(s)}). \] (4)

In this paper, we refer to \( \pi_k \) as the mixed strategy of player \( k \in \mathcal{K} \). Our interest is to find the set of strategy profiles \( \pi_k \in \Delta(\mathcal{A}_k), \forall k \in \mathcal{K} \), such that once played, every player obtains its maximum benefit (spectral efficiency) given the strategies of all the other players. Under these conditions, no player would be interested on changing its strategy since it would represent a decrement of its own utility. Strategy profiles satisfying this condition are known as Nash Equilibrium. In general, an NE is defined as follows:

**Definition 1 (Nash Equilibrium):** A mixed-strategy profile \( \pi^* \) is an NE if, for all players \( k \in \mathcal{K} \) and \( \forall s \in \mathcal{S} \),

\[ \bar{u}_k(\pi_k^*, \pi_{-k}^*) \geq \bar{u}_k(\bar{e}_s, \pi_{-k}^*), \] (5)

where, \( \bar{u}_k : \Delta(\mathcal{A}_1) \times \cdots \times \Delta(\mathcal{A}_K) \rightarrow \mathbb{R} \)

\[ \bar{u}_k(\pi) = E_{\pi}[u_k(p_k, p_{-k})]. \] (6)

**III. EXISTING RESULTS**

In this section, we introduce some definitions and existing results required in later sections. First, we introduce the concept of potential games (PG). Second, we provide elements on the existence and multiplicity of the NE. We define a PG as follows:

**Definition 2 (Exact Potential Game):** Any game in strategic form defined by the 3-tuple \((\mathcal{K}, \{A_k\}_{k \in \mathcal{K}}, \{u_k\}_{k \in \mathcal{K}})\) is an exact potential game if there exists a function \( \phi(p) \) for all \( p \in A \) such that for all players \( k \in \mathcal{K} \) and for all \( p_k' \in A_k \), it holds that

\[ u_k(p_k', p_{-k}) - u_k(p_k, p_{-k}) = \phi(p_k', p_{-k}) - \phi(p_k, p_{-k}). \]

In [2], [3], it is proven that the CS problem in parallel-MAC is a finite PG. Hence, the existence of at least one NE is guaranteed [4]. Moreover, it is proven in [2], that several NE might simultaneously exist and can be easily identified. We summarize those results in the following proposition.

**Proposition 3 (The Channel Selection game is a PG):** The channel selection game \( \mathcal{G} = (\mathcal{K}, \{A_k\}_{k \in \mathcal{K}}, \{u_k\}_{k \in \mathcal{K}}) \) is a potential game with potential function \( \phi : A \rightarrow \mathbb{R} \),

\[ \phi(p) = \sum_{s \in \mathcal{S}} \frac{B_s}{B} \log_2 \left( \frac{\sigma_s^2 + \sum_{k=1}^K p_{k,s} g_{k,s}}{\sigma_s^2} \right). \] (7)

Denote by \( L \in \mathbb{N} \) the number of pure NE. Hence, \( 1 \leq L \leq S^{K-1} \).

**IV. CHANNEL SELECTION GAMES AND FICTITIOUS PLAY**

In [3], it has been shown that the iterative best-response dynamics (BRD) converges to pure NE in the CS in parallel-MAC games. Conversely, the simultaneous BRD does not necessarily converge in pure strategies. Here, we study another dynamic known as fictitious play (FP).
A. Description of Fictitious Play

The fictitious play can be described as follows. Assume that transmitters have complete and perfect information, i.e., they know the structure of the game \( G \) and observe at each time \( t \) the PA vectors taken by all players. Each transmitter \( k \in K \) assumes that all its counterparts play independent and stationary (time-invariant) mixed strategies \( \pi_j, \forall j \in K \setminus \{k\} \). Under these conditions, player \( k \) is able to build an empirical probability distribution over each set \( A_j, \forall j \in K \setminus \{k\} \).

Let \( f_{k,p_k}(t) = \frac{1}{t} \sum_{s=1}^{t} 1_{\{p_s(s)=p_k\}} \) be the (empirical) probability with which players \( j \in K \setminus \{k\} \) observe that player \( k \) plays action \( p_k \in A_k \). Hence, \( \forall k \in K \) and \( \forall p_k \in A_k \), the following recursive expression holds,

\[
\tilde{f}_{k,p_k}(t+1) = f_{k,p_k}(t) + \frac{1}{t+1}(f_{k,p_k}(t) - f_{k,p_k}(t)).
\]  

(8)

Let \( \tilde{f}_{k,p_k}(t) = \prod_{j \neq k} f_{j,p_j}(t) \) be the probability with which player \( k \) observes the action profile \( p_{-k} \in A_{-k} \) at time \( t \), for all \( k \in K \). Let the \( |A_{-k}| \)-dimensional vector \( f_k(t) = (\tilde{f}_{k,p_k}(t))_{p_k \in A_k} \in \Delta(A_{-k}) \) be the empirical probability distribution over the set \( A_{-k} \) observed by player \( k \). In the following, we refer to the vector \( f_k(t) \) as the beliefs of player \( k \) over the strategies of all its corresponding counterparts. Hence, based on its own beliefs \( f_k(t) \), each player chooses its action at time \( t \), \( p_k(t) = p_k(n_k(t)) \), where \( n_k(t) \) satisfies that

\[
n_k(t) = \arg \max_{s \in S_k} \{ e_s, f_k(t) \},
\]  

(9)

where, for all \( k \in K \), \( u_k \) is defined in (6). From (8), it can be implied that playing FP, players become myopic, i.e., they build beliefs on the strategies being used by the other players, and at each time \( t \), players choose the action that maximizes the instantaneous expected utility. Hence, a natural question arises: are players always able to build their respective beliefs? i.e., does the learning process (8) converges to a specific strategy profile? We tackle these questions in the following subsection.

B. Convergence of the Fictitious Play

The game \( G = (K, \{A_k\}_{k \in K}, \{u_k\}_{k \in K}) \) is said to have the fictitious play property (FPP), if the following holds, for all \( k \in K \), and for all \( p_k \in A_k \).

\[
\lim_{t \to \infty} f_{k,p_k}(t) = f^*_k(p_k),
\]  

(10)

and \( \tilde{f}^*_{k,p_k} = \prod_{j \in K \setminus \{k\}} f^*_{j,p_j} \), \( \forall p_k \in A_k \), is a time-invariant probability measure over the set \( A_{-k} \). When condition (10) holds for all players, it is said that the FP converges empirically to the probability distribution \( f_k^* = (\tilde{f}^*_{k,p_k})_{p_k \in A_k} \), for all \( k \in K \). Now, from Def. 1, the mixed strategy profile \( \pi = (\pi_1, \ldots, \pi_K) \), with \( \pi_k = (f^*_{k,p_1(k)}, \ldots, f^*_{k,p_{|A_k|}(k)}) \), for all \( k \in K \), is an NE strategy profile.

Many classes of games have been proved to have the FPP (see [5] and references therein). In particular, potential games have the FPP [5] and so does the CS game. Hence, we write the following proposition:

Proposition 4 (Convergence of FP in CS): The fictitious play converges empirically to the set of Nash equilibrium in the CS game in parallel-MAC.

In the following sections, we study the implications of convergence of the FP in the CS game and the required information assumptions.

C. Practical Limitations of Fictitious Play

As presented in its original version [6], the FP requires complete and perfect information. This is the same as stating that each transmitter, at each time \( t > 0 \), is aware of the number of active transmitters in the network, their set of actions, their utility function and moreover, it is able to observe the action played by each one of all the other transmitters. Clearly, this assumption is not practically appealing since it would require a massive signaling between transmitters, which reduces the spectral efficiency of the whole network. Additionally, as we shall see, in the high SNR regime, the CS problem has the same structure of a potential coordination game [9]. In this kind of games, the set of probability distributions \( f_k, \forall k \in K \), converges but not necessarily the actions, i.e., fictitious play might converge to a strictly mixed strategy profile. When FP converges to a mixed strategy, it is possible that players cycle around a subset of action profiles, which might lead to an expected utility which is worse that the worst expected utility at the NE in pure and mixed strategies. In the following section, we present a simple study case where it is easy to evidence this cycling effect.

V. Study Case: A 2 \times 2 Channel Selection Game

Consider the game \( G = (K, \{A_k\}_{k \in K}, \{u_k\}_{k \in K}) \), with \( K = 2 \) and \( S = 2 \). Assume also that \( \forall k \in K \), \( p_{k,max} = p_{max} \) and \( \forall s \in S, \sigma^2 = \sigma^2_s \) and \( B_s = B_s^2 \). Denote by \( SNR = \frac{p_{max}}{\sigma^2} \) the average signal to noise ratio (SNR) of each active communication. Note that since \( G \) is a PG (and more importantly a Best-Response PG [10]), the set of NE of \( G \) is equivalent to the set of NE of the game \( G' = (K, \{A_k\}_{k \in K}, \{\phi\}_{k \in K}) \). In the game \( G' \), all players have the same interest (same utility function) and obtain the payoffs shown in Fig. 1.

<table>
<thead>
<tr>
<th>( Tx_1 )</th>
<th>( Tx_2 )</th>
<th>( p_1 = (p_{max},0) )</th>
<th>( p_2 = (0,p_{max}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_{max,0} )</td>
<td>( \frac{1}{2} \log_2 (e_{max} + g_{11} + g_{21}) )</td>
<td>( \frac{1}{2} \log_2 (e_{max} + g_{91} + g_{21}) )</td>
<td>( \frac{1}{2} \log_2 (e_{max} + g_{91} + g_{22}) )</td>
</tr>
<tr>
<td>( 0,p_{max} )</td>
<td>( \frac{1}{2} \log_2 (e_{max} + g_{12} + g_{22}) )</td>
<td>( \frac{1}{2} \log_2 (e_{max} + g_{92} + g_{22}) )</td>
<td>( \frac{1}{2} \log_2 (e_{max} + g_{92} + g_{22}) )</td>
</tr>
</tbody>
</table>

Fig. 1. Potential function \( \phi \) of the game \( G = (K, \{A_k\}_{k \in K}, \{u_k\}_{k \in K}) \), with \( K = 2 \) and \( S = 2 \). Player 1 chooses rows and player 2 chooses columns.
1) Nash Equilibria: We identify the NE in pure strategies of the game $G'$ (and thus $G$) in the following proposition:

**Proposition 5 (Nash Equilibria in pure strategies):** Let the PA vector $p^* = (p^*_1, p^*_2) \in A$ be one NE in the game $G$. Then, depending on the channel gains $(\psi_{k,s})_{(k,s) \in K \times S}$, the NE $p^*$ can be written as follows:

- **Equilibrium 1:** when $g \in \mathcal{H}_1$, with
  \[
  \mathcal{H}_1 = \{ g \in \mathbb{R}_+^4 : \frac{g_{11}}{g_{21}} \geq \frac{1}{1 + \text{SNR}_{g_1}} \text{ and } \frac{g_{12}}{g_{22}} \leq 1 + \text{SNR}_{g_1}, \}
  \]  
  then, $p^*_1 = (p_{\text{max}, 0})$ and $p^*_2 = (0, p_{\text{max}})$.

- **Equilibrium 2:** When $g \in \mathcal{H}_2$, with
  \[
  \mathcal{H}_2 = \{ g \in \mathbb{R}_+^4 : \frac{g_{11}}{g_{21}} \geq 1 + \text{SNR}_{g_1} \text{ and } \frac{g_{12}}{g_{22}} \geq 1 + \text{SNR}_{g_1}, \}
  \]  
  then, $p^*_1 = (p_{\text{max}, 0})$ and $p^*_2 = (p_{\text{max}}, 0)$.

- **Equilibrium 3:** when $g = (g_{11}, g_{12}, g_{21}, g_{22}) \in \mathcal{A}_3$, with
  \[
  \mathcal{H}_3 = \{ g \in \mathbb{R}_+^4 : \frac{g_{11}}{g_{21}} \leq \frac{1}{1 + \text{SNR}_{g_2}} \text{ and } \frac{g_{12}}{g_{22}} \leq 1 + \text{SNR}_{g_2}, \}
  \]  
  then, $p^*_1 = (0, p_{\text{max}})$ and $p^*_2 = (0, p_{\text{max}})$.

- **Equilibrium 4:** when $g \in \mathcal{H}_4$, with
  \[
  \mathcal{H}_4 = \{ g \in \mathbb{R}_+^4 : \frac{g_{11}}{g_{21}} \leq 1 + \text{SNR}_{g_2} \text{ and } \frac{g_{12}}{g_{22}} \geq 1 + \text{SNR}_{g_2}, \}
  \]  
  then, $p^*_1 = (0, p_{\text{max}})$ and $p^*_2 = (p_{\text{max}}, 0)$.

The proof of Prop. 5 follows immediately from Def. 1 and Fig. 1. The sets $\mathcal{H}_1, \ldots, \mathcal{H}_4$ are plotted in Fig. 2, in order to provide an insight on the different types of equilibrium. Note that regardless of the channel realization $g$, there always exists an NE. Moreover, for certain channel realizations, when $g \in \mathcal{H}_1 \cap \mathcal{H}_4$, both $p^1 = (p^{(1)}, p^{(2)})$ and $p^2 = (p^{(2)}, p^{(1)})$ with $p^{(1)} = (0, p_{\text{max}})$ and $p^{(2)} = (p_{\text{max}}, 0)$, are both NE. In fact, it is shown in [3] that at high SNR, it is highly probable that $g \in \mathcal{H}_1 \cap \mathcal{H}_4$ and two NE in pure strategies are always observed.

Now, following the result in [11], it can be implied that when there exist two NE in pure strategies, there exists a third NE in mixed strategies. When, there exists a unique NE in pure strategies, the NE in mixed strategies coincides with the NE in pure strategies. We summarize this observation in the following proposition.

**Proposition 6 (NE in Mixed Strategies):** Let $\pi^*_k$ be a probability measure over the set $\mathcal{A}_k$, $\forall k \in K$. Then, $\pi^* = (\pi^*_1, \ldots, \pi^*_K)$ is an NE in mixed strategies of the game $G = (K, \{ \mathcal{A}_k \}_{k \in K}, \{ \psi_k \}_{k \in K})$, if and only if, the channel realizations $(\psi_{k,s})_{(k,s) \in K \times S}$ satisfy that $g \in$
then, the following outcomes are observed,
\[ p_k(2n-1) = p_k^{(1)} \quad \text{and} \quad p_k(2n) = p_k^{(2)}. \]
This implies that transmitters will cycle around the outcomes \((p_k^{(1)}, p_k^{(1)})\) and \((p_k^{(2)}, p_k^{(2)})\). Note that if
\[ \phi(p_k^{(2)}, p_k^{(1)}) - \phi(p_k^{(2)}, p_k^{(2)}) = \phi(p_k^{(1)}, p_k^{(2)}) - \phi(p_k^{(1)}, p_k^{(1)}), \]
then, the beliefs of each player converge to \(\pi_{k,s} = \frac{1}{2}\), for all \((k, s) \in \mathcal{K} \times \mathcal{S}\) and players perpetually iterate between actions \((p_k^{(1)}, p_k^{(1)})\) and \((p_k^{(2)}, p_k^{(2)})\). Here, even though \(\pi_k = (\frac{1}{2}, \frac{1}{2})\), for all \(k \in \mathcal{K}\), is an NE in mixed strategies according to Prop. 6, the achieved expected utility can be worse than the worst expected utility at NE in pure and mixed strategies. This can be explained by the fact that the pure strategies corresponding to the NE, i.e., \(p^l = (p_k^{(1)}, p_k^{(2)})\) and \(p^l = (p_k^{(2)}, p_k^{(1)})\), are never played. Hence, if the channel realizations are sufficiently close, then, a large number \(n\) in (20) is required for the FP to quit the cycle mentioned above. This implies that a long time is required for players to play the four actions profiles and thus, obtain the expected utility corresponding to the NE in mixed strategies. Here, as long as \(\phi(p_k^{(2)}, p_k^{(1)}) - \phi(p_k^{(2)}, p_k^{(2)}) \neq \phi(p_k^{(1)}, p_k^{(2)}) - \phi(p_k^{(1)}, p_k^{(1)})\), there always exists an \(n_k < \infty\), such that \(\forall n > n_k\), condition (21) does not hold, and thus, the cycling effect is not longer observed.

VI. ON THE INFORMATION ASSUMPTIONS

In this section, we assume that transmitters do not observe the actions taken by all the other transmitters. All the knowledge about the other transmitters’ actions is given by a common message sent by the receiver to all the transmitters. Such a message \(\gamma(t) \in \mathbb{R}^S\) consists on a linear combination of the actions of all transmitters, i.e., \(\gamma(t) = (\gamma_1(t), \ldots, \gamma_S(t))\), where \(\forall s \in \mathcal{S}\),
\[ \gamma_s(t) = \sigma_s^2 + \sum_{j \in \mathcal{K}} p_{j,s}(t) g_{j,s}, \]
which is simply the multiple access interference at the receiver over channel \(s\) at time \(t\).

Let us re-define the utility function as follows \(v_k : \mathcal{A}_k \times \mathbb{R}_+^S \to \mathbb{R}_+\),
\[ v_k(p_k(t), \gamma(t)) = u_k(p_k(t)) = \sum_{s=1}^{S} \log_2 \left( 1 + \frac{p_{k,s}(t) g_{k,s}}{\gamma_s(t) - p_{k,s}(t) g_{k,s}} \right). \]
The games where the utility function of player \(k \in \mathcal{K}\) can be written as a function of the actions of player \(k\) and a linear combination of the actions of all the other players are known as aggregation games [7]. Hence, if the receiver is able to broadcast the vector \(\gamma(t)\) and each transmitter can estimate its own channel gains \(g_{k,1}, \ldots, g_{k,S}\), each transmitter \(k\) is able to calculate the following terms
\[ Q_{k,s}(t) = v_k(p_k(t)) + \sum_{j=1}^{K} (u_k(p_{k,j}(t)) - \max_{s \in \mathcal{S}} Q_{j,s}(t)). \]
Let \(\Gamma : \mathcal{A} \to \mathbb{R}_+^S\) be defined as follows \(\Gamma(p_k, p_{-k}) = (\Gamma_1(p_k, p_{-k}), \ldots, \Gamma_S(p_k, p_{-k}))\), where, for all \(s \in \mathcal{S}\)
\[ \Gamma_s(p_k, p_{-k}) = \sigma_s^2 + \sum_{k=1}^{K} p_{k,s} g_{k,s}. \]
From (23), it holds that, \(\forall (k, s) \in \mathcal{K} \times \mathcal{S}\),
\[ Q_{k,s}(t) = \sum_{p_{-k} \in \mathcal{A}_{-k}} f_{k,p_{-k}}(t) v_k(p_k(s), \Gamma(p_{-k})) = \sum_{p_{-k} \in \mathcal{A}_{-k}} f_{k,p_{-k}}(t) v_k(p_k(s), p_{-k}) = \sum_{p_{-k} \in \mathcal{A}_{-k}} f_{k,p_{-k}}(t) \left( e_s, f_{k,p_{-k}}(t) \right). \]
Hence, the myopic response in (9) is \(p_k(t) = p_k(n_k(t))\), where,
\[ n_k(t) = \arg \max_{s \in \mathcal{S}} Q_{k,s}(t). \]
and \(\forall (k, s) \in \mathcal{K} \times \mathcal{S}\) at time \(t > 0\), the calculation of \(Q_{k,s}(t)\) requires only the knowledge of the channel realizations over the respective transmitter and the capability of calculating the utility function based on the message \(\gamma(t)\).

VII. CONCLUSIONS

In this paper, we have shown that fictitious play (FP) is a feasible and simple algorithm to tackle the problem channel selection in decentralized multiple access networks. It has been shown that FP always converges to Nash equilibrium (NE) in the CS game either in pure strategies or mixed strategies. Whenever there exist several NE in the CS game, the FP might converge to mixed strategies and cycles of action profiles might be observed. Using a 2 \(\times\) 2 game, it is shown that such cycles might lead to a performance which is worse than the worst performance achieved at NE in pure and mixed strategies for both players. Finally, we show that the CS problem has the structure of an aggregation game, which facilitates the implementation of FP requiring only local information and minimum feedback.
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