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Randomized flow model and centrality measure for electrical power
transmission network analysis

Enrico Zio, Roberta Piccinelli

Politecnico di Milano, Dipartimento di Energia, \ffeonzio 34/3, 1-20133 Milano, Italy

Abstract. Commonly used centrality measures identify the miogportant elements in
networks of components, based on the assumptidrflthra occurs in the network only along
the shortest paths. This is not so in real netwonkkeere different operational rules drive the
flow. For this reason, a different model of flow éhnetwork is here considered: rather than
along shortest paths only, it is assumed that irions come essentially from all paths
between nodes, as simulated by random walks. digntraeasures can then be coherently
defined. An example of application to an electripalver transmission system is presented.
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1. Introduction

Modern society is witnessing a continuous growththia complexity of the infrastructure networks whid
relies upon. Reliable electric power supply, foamyple, is crucial for many of the services that takeen for
granted today; disturbances in the power supple e potential of severely disrupting these inelisable
services. This raises significant concern aboual#ity and resilience to disturbances and faibucé various
types of infrastructure systems, and a correspgndémand for methods capable of analyzing the vabilties
of these systems [1].

The developments contained in this paper are mntetivdy the interest in the analysis of electric pow
networks. In this context, the network analysisapagm set up to study the dynamics of the relatiarsocial
networks has been previously utilized to analyzeuinerability of electric power infrastructurestggms [2, 3].
The focus of these types of studies is typicallyamalyzing the structural properties of the sysfeom a
topological point of view, i.e., considering onlyet connectivity properties of the network and ret &ctual
physical flow through it [4, 5]Three drawbacks associated with the related measdireetwork performance
are that they are based on:

— binary links among network nodes (or componenks)s theglecting the strength of the connections (or
links or arcs or edges); this has been pointedsaa $imitation both in social networks, where the
strength and depth of interpersonal relationshipsfirelevance [6, 7, 8] and in engineered network
infrastructures, where the capacities of the aoccsmecting the components limit the flow among them

[5];



a simplified modeling scheme which assumes that floommunication, in the social case) between a
pair of components (persons, in the social cas&é)eémetwork takes place only along the shortet pa
linking them [8, 9]; this has been considered atétion in many cases, because the flow from ordeno
of a network to another is typically a global pheremon which does not depend only on the links en th
direct and shortest paths, since it is quite péessitat information will take a more circuitous teuthis

is true both in social networks, where informatioray travel by random communication or be

intentionally channeled through intermediaries, andetwork infrastructures, where flow is chandele
through selected routes, following the specificrafige rules and constraints which apply to theesys

- a simplified modeling scheme which neglects thesiility of failures in the interconnections betwee
pairs of linked components; this is particularNexant for the engineered infrastructure networlkslen
of fallible hardware and software, operated by dutuinately) not error-free human operators.

In synthesis, when looking at the safety, reli&piind vulnerability characteristics of an infrasture such as
the electric power transmission network, one shtalé into account the capacities of the transimisslements
and their probability of failure, and examine th#fedlent transmission routes available to the flawis would
entail undertaking a complex and detailed mechianisbdeling effort of the entire network system,iethis in
practice often unfeasible, both with respect talégelopment and its computation. For this reaadramework
of analysis has been proposed to integrate modelgfarent levels of detail, in a problem-drivepproach to
solution; complementation of network analysis, p@rforming an initial screening of the vulneralekt of a
critical infrastructure with object-oriented modei to further deepen the vulnerability assessnoénthe
screened scenarios has been investigated as bléeasly to proceed in such direction [10].

To improve the physical description of the netwaHaracteristics within a network analysis for pratiary
screening, a model based on random walks is h&adirced as an extension of the model in [8] givangper
consideration to the following facts:

— each link connecting two nodes is characterized trgnsmission capacity which cannot be exceeded;

- the capacities of the network lines are assumedtdohastically vary, to account for the inherent
uncertainties;

— not only the links on the direct and shortest paitesconsidered in the analysis of the transmissfon
flow; this is achieved by a randomization of theedtion of the flow in output from a node; the
randomization is driven by the capacities of thégoing links, with the highest capacity links most
probably channeling the flow;

- the network interconnecting links are assumedbialjiwith given probabilities;

— source generation and load demands are assumedhytatochastically, to account for the fluctuations
inherent in the network behavior and operation.

From the analysis of the network characteristias la@havior, it is also important to gain an underding of the
role that the elements of the infrastructure nekwmay in determining the flow through it, as then be of great
practical aid to network designers and operatorgrioviding indications for network protection. From
topological viewpoint, various measures of the ingaoce of a network node, can be introduced. Thesmlled
centrality measures, take into account the diffeways in which a node interacts/communicates tiérest of
the network. Classical topological centrality measuare the degree centrality [11, 12], the closeentrality
[12; 13; 14], the betweenness centrality [12] amal information centrality [15]. The major drawbaakthese
measures is that to assess the node importancerghepnly on topological information based on tiheee

previously mentioned model simplifications. Theaséd on the model proposed in this paper an ertersi
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the betweenness centrality measure of [16] is céethuo more realistically capture the important¢he role
played by the different components in determintmgftow through the network.

An application of the proposed approach is illusmavith reference to a power transmission netvgystem of
literature [17].

The paper is organized as follows. In Section #escription of the random walk flow propagation mlois
provided. In Section 3, the topological concepbefweenness centrality measure is recalled andektemded
to its randomized flow definition. The results db&d on a case study of literature are discussetkation 4.
Conclusions are drawn in Section 5.

2. Randomized flow model of a power transmission network infrastructure

The topological interconnection of a power transiois system can be modeled as a network consisfify
nodes (also called vertexes) and K edges (alsectalics or lines): the buses of the electric gridrapresented
as nodes interconnected by undirected edges repirggehe transmission lines;shodes are power sources
(generators), Nnodes are targets (loads) and the rest are trasgminodes. The NxN adjacency matrix}{a
defines the topological structure of the networ,, ithe pattern of connectivity among its node#) tihe matrix
entry g being equal to 1 if there is an edge linkirend jand O otherwise; the entries on the diagonal elésnen
a;, are undefined and for convenience they are setleq O.
The matrix {g} defines the probabilities of failure of the links
The capacities of the links are assumed to vamghststically, to account for the uncertainties ienérin their
behavior and operation; then, to each capacityevalpis associated a probability distributiaifw;) of the
possible values.
The underlying strategy to model the flow in théwwk is to choose a source node, follow at random of the
departing links to one of its neighbors, take #isthe source and iterate this process until teined target is
reached. The random choice of the arc to followased on the actual capacity of each arc outgaomg the
node: higher capacity arcs have larger probatiitge selected as flow carriers.
Accordingly, the algorithm to evaluate the serviekability performance characteristics of the netky and its
related vulnerabilities, consists of three nestaddes of randomization; the steps are as follows:
1. Sample the fault configuration of the network oa basis of the failure probabilities of each eletr{ande
or arc) of the system.
2. Sample the production from the sources, the deragtite targets and the capacity of the arcs.
3. Build the discrete cumulative distribution functiohthe capacities of the arcs leaving the sounmerand
sample the flow direction from it.
4. Develop the flow propagation cycle, for each source
4.1 the random walk of flow follows the arc sampledtbe basis of the actual capacities of the arcs
departing from the successive nodes traversedebfldty;
4.2 if the flow goes into an isolated node with no déipg connections, the cycle ends;
4.3 the flow between a pair of nodes is accounted dregeated flows between the same pair of nodes
are neglected);
4.4 once the flow arrives at a target node, the caleaaitf the incoming arcs are checked: if their ssim
larger than the maximum capacity of the node, arload is recorded;
4.5 if the flow does not reach the target, a new soofaendom walk is sampled. If no flow arrives at
any of the targets, then a blackout is recorded.
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3. Randomized betweenness centrality measure

Determining the critical elements of large-scalémoek infrastructures is an important issue for thkability
and the protection of the network. From a topolagmoint of view, a number of centrality indicesvhabeen
introduced as measures of the importance of thesiod a network [18]. These indices take into antdhe
different ways in which a node interacts and comicates with the rest of the network and have prookd
value in the analysis and understanding of theptzlged by the elements in the network.

A classical topological centrality measure is tleéweenness centrality [12]. This measure is baseth® idea
that a node is central if it lies between many otiales, in the sense that it is traversed by nadutlye shortest
paths connecting pairs of nodes. The topologicatéenness centrality;Cof a given nodé in a network G(N,
K), where N is the number of nodes and K is the Ipemof links connecting them, is quantitativelyidetl as:

B _ 1 ) ) k(D
G = (N—l)(N—z)ZJrkEGrJ¢k¢l Tk (3.1)

where r is the number of topological shortest paths betweedes j and k, andj() is the number of
topological shortest paths between nodes j andikhatontain node. G® assumes values between 0 and 1 and
reaches its maximum when nadRlls on all geodesics (paths of minimal lengthween pairs of nodes).

From the definition, betweenness centrality carrdgarded as a measure of the influence a node rhéiseo
spread of the flow through the network, of the akt® which a node has control over the flow betwether
nodes. In a network in which flow is entirely or@ast mostly distributed along geodesic pathsph#tereenness
of a vertex measures how much flow will pass thiotigat particular vertex.

In most networks, however, flow does not occur aalyng geodesic paths; in some cases, flow mayotiotv
the ideal route to get from one place to anothedl, “@vander around” in a random-like fashion or asaed by
the system operative rules and constraints. In masg¢s, a realistic betweenness measure shouldiénalon-
geodesic paths in addition to geodesic ones [19].

To account for this issue, a betweenness centralggsure based on the concept of network flow le@s b
suggested [8]. The edges of a network are considesechannels of communication linking pairs ofemdhe
value of the connection of two nodes i and j detees the capacity yof the channel linking them, or the
amount of information that can pass between thaeformation is assumed to flow along these chantiels.is
the amount of information passing on a channeidigihode i directly to node j thep £ w;, i.e., the amount
of information flowing along a channel that linkisetttly connected vertices cannot exceed the cgpatihat
channel. What is relevant here is not just thectlilew between connected nodes, but the ovemal thetween
pairs of nodes along all the paths that connecntliiea node i is chosen as an information souscéransmitter,
and another node j as an information sink, or k&eiinformation from i may reach j along an edigéihg i
directly to j or along any and all indirect pathsatt begin at i, pass through one or more interniediades and
end at j.

Thus, the flow between two nodes is a global phesram: it depends, not just on the capacity of tienaoel
linking two nodes directly, but on the capacitiésah the channels on all the paths — both dirext edirect —
that connect the two.

Ford and Fulkerson [16] introduced a model to aetee the maximum flow from any source i to any ginket
my be the maximum flow from a node i to a node k Batdn(i) be the maximum flow from j to k that passes
through node i; then, the flow betweenness cetraleasure may be quantitatively defined as [8]:
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Flow betweenness is based on the idea of maximaw; the flow betweenness of a node i is definedhas
amount of flow through i when the maximum flow riartsmitted from source (s) to target (t), averapest all s
and t Each edge in a network can be thought of as artias®n line carrying a flow of current. In general
more than a single unit of current can be carrigiivben s and t by making simultaneous use of skedifferent
paths through the network.

In practical terms, the flow betweenness measiredbétweenness of nodes in a network in which amax
amount of information is continuously pumped betwa# sources and targets. Necessarily that flilvrsteds

to “know” the ideal route (or one of the ideal resit from each source to each target in order tlizeethe
maximum flow. This still seems an unrealistic difim, in that it is often the case that flow doext take any
sort of ideal path from source to target. To matid, a new betweenness centrality measure haskiben
introduced, theandom walk betweenness [20]. Roughly speaking, the random walk betweegrdgsa node i is
equal to the number of times that a random walkltistpat s and ending at t passes through i albegwtay,
averaged over all s and t. This measure is ap@tgpto a network in which information wanders about
essentially at random until it finds its targetdanincludes contributions from many paths that ot optimal in
any sense. Let*l be the current flowing from s to t, through nod®uantitatively the random betweenness
centrality measure is defined as:

B P
RWC} = =F=~—

ey (3.3)

This measure seems an intuitively reasonable odegoribe the fact that current will flow along pdiths from
source to target, and nodes that lie on no path fource to target get a betweenness of zero.

In this paper, an attempt to evaluate random betness centrality measures is made consideringtthsiqal

characteristics of the transmission network in terof length, capacity and failure probability ofcka
transmission line, and types of nodes.

4. Application

The artificial transmission network system |IEEE BYUS [17] is taken as reference case study. The arktw
represents a portion of the American Electric Po®gstem and consist of 14 bus locations connecye#iOb
lines and transformers, as shown in Figure 1. Témesmission lines operate at two different volthyels, 132
kV and 230 kV. The system working at 230 kV is eg@nted in the upper half of Figure 1, with 230/k82ie
stations at Buses 4, 5 and 7. The system is atsaded with voltage corrective devices in correggence of
Buses 3, 6 and 8 (synchronous condensers). Bused 2 are the generating units.
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Figure 1. Transmission netwo IEEE 14 BUS [17].

To carry wt the analsis, each rrtwork comonent istransposed ilo a node r edge of te representive
topologica network, & it is show in Figure .. Three diff:rent physical types of 10de: are cinsideredsource
nodes (whre the eleccity is fed into the netwrk), load mde: (where customersre conected) and tran<si or
transmissin nodes (whout custoners or sourz).

Figure 2. The IEEE 14 BUS transmissiometworks graphrepresentatin [21]. The wiite circles labled withG represet the gererator
nodes, the cored circle noes represent £ transmissionodes and the/hite cylinderslabeled wittL represent the>ad node:
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Table | provides the adjacency matrix that defitestopological structure of the network.

ifes
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Tablel. The IEEE 14 BUS adjacency matrix

Table Il reports the failure rate values of the poments of the transmission network, as inferrechfliterature
data [22].

From BUS To BUS Failure rate/yr/100km Failure nate/ Equipment

1 2 1.0858 132 kV transmission line
1 5 1.0858 132 kV transmission line
2 3 1.0858 132 kV transmission line
2 4 1.0858 132 kV transmission line
2 5 1.0858 132 kV transmission line
3 4 1.0858 132 kV transmission line
4 5 1.0858 132 kV transmission line
4 7 0.0104! 132/230 kV transformu

4 9 0.01045 132/230 kV transformer
5 6 0.01045 132/230 kV transformer
6 11 0.5429 230 kV transmission line
6 12 0.5429 230 kV transmission line
6 13 0.5429 230 kV transmission line
7 8 0.01045 132/230 kV transformer
7 9 0.01045 132/230 kV transformer
9 10 0.5429 230 kV transmission line
9 14 0.5429 230 kV transmission line
10 11 0.5429 230 kV transmission line
12 13 0.5429 230 kV transmission line
13 14 0.5429 230 kV transmission line

Tablell. Failure data of the arcs of the IEEE 14 BUS tramsion network

The failure probability of edge ij is defined as:



qij =1- e"liiT (41)

where); is the constant failure rate per unit time of ¢aige ij linking nodes i and j (column 4 in Tabledhd T
is the reference time for the analysis, here cheseral to 1 year.

Because the failure rate data are usually givelurastion of the length of each transmission linelmn 3 in
Table 11), in order to compute the failure prob#bi(4.1) transmission line lengths must be knoWarthis work,
these have been inferred from the available dafallsvs. The total impedance; of a transmission line ij is
dependent on the length of the lige |

Zij = (rij + }xU)lU (42)

where | is the resistance per unit length of aranp x is its reactance per unit length. While the resise of
the line depends both on the length and on th&nbigs of the wire, the reactance of the line dependy on the
length [23]. Based on relation (4.2), the lengththe transmission lines in the IEEE 14 BUS systewe been
obtained from literature data by taking a systemvgrobase of 100 MVA and a conversion factor of G48m
[24]; lines containing transformers are considdcede zero-length lines (Table I11).

From BUS To BUS Length (km) Failure Probability

I ] li Gi

1 2 22 0.2125
1 5 81 0.5768
2 3 72 0.5338
2 4 64 0.4932
2 5 63 0.4884
3 4 62 0.4828
4 5 15 0.149¢
4 7 - 0.0104
4 9 - 0.0104
5 6 - 0.0104
6 11 220 0.6970
6 12 283 0.7847
6 13 144 0.5425
7 8 - 0.0104
7 9 - 0.0104
9 10 93 0.3978
9 14 299 0.8027
10 11 212 0.6843
12 13 221 0.6999
13 14 385 0.8762

Tablelll. Length and failure probabilities of the transritadines

The shortest lines are concentrated in the lowHrdfidhe network, which contains the generatingtsjnwhile
the longest lines belong to the upper half of tlework, which contains the loads. The largest failu
probabilities are concentrated on the edges djyrecthnected with sources and with loads (edge$]12— 3, 2
—4and 12 - 13,9 - 14, 13- 14).



Source generation is sampled from a normal digiohuwith a mean value of 30 and a variance of 100,
arbitrary units (a.u.). The values of the capasiti€the network links are assumed all distribwtedording to a
normal distribution of mean value 100 a.u. andaad#rd deviation of 10 a.u. The direction of flewsampled
on the actual capacities of the arcs. Once the lowes at a target node, the capacities of tbenmng arcs are
checked: if their sum is larger than the maximumecity value of the node, an overload is recordée. targets
are absorbing nodes: the flow stops and the reddleg is recorded for evaluating the network ltsd and

the network service efficiency; if no flow reactas target, a service blackout is recorded.

The network performance characteristics computethemasis of the above data are reported in Table

Blackout (%) 0.82
Overload (%) 0.00
Network service efficiency 0.18

Network demanded load (a.u.59.93
Network received load (a.u.) 10.92
Network lost load (a.u.) 49.01

TablelV. Network performance indicators

where:
- blackouts and overloads are evaluated considenim@terage value of the flow that does not reaeh th
targets or that exceeds the capacities of thertrasfon lines, respectively;
- the network demanded load is the average sum gidiver generated from all the sourcgs=, 2,...,
Ns:

NDL = 35 s; (4.3)
- the network received load is the average sum ofidhereaching the targets =1, 2, ..., N:

NRL = YN ¢; (4.4)
- the network lost load is obtained as the differdmeeveen demanded and received loads:

NLL = NDL — NRL (4.5)

- the network service efficiency is obtained as tit@rbetween received and demanded loads:

NSE = MR (4.6)
NDL



In the artificial case considered, the network menefficiency is low and the blackout probabilisyhigh: very
little of the generated power is received from lireds. This is caused by the high probability diufa of the
transmission lines, due to their relatively highuiiee rates and large lengths.

To see the effect of the lines lengths, a secomdpatation has been made using average transmiismn
lengths inferred from literature [24]. Two line iths of 48 and 50 km have been considered (Table V)

From BUS To BUS Length (km) Failure probability

| ] li 0i

1 2 48 0.4079
1 5 48 0.4079
2 3 48 0.4079
2 4 48 0.4079
2 5 48 0.407¢
3 4 48 0.4079
4 5 48 0.4079
4 7 - 0.0104
4 9 - 0.0104
5 6 - 0.0104
6 11 50 0.2372
6 12 50 0.2372
6 13 50 0.2372
7 8 - 0.0104
7 9 - 0.0104
9 10 50 0.2372
9 14 50 0.2372
10 11 50 0.2372
12 13 50 0.2372
13 14 50 0.2372

Table V. Length and failure probabilities of the arcs

In this case, the lower half of the network has thegest failure probability. The network performan
characteristics are reported in Table VI.

Blackout (%) 0.44
Overload (%) 3.330*
Network service efficiency 0.60

Network demanded load (a.u.) 59.93
Network received load (a.u) 36.24
Network lost load (a.u) 23.70

Table V1. Network performance indicators
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With respect to the previous case, targets nowivece larger load, the service efficiency is highed the
blackout probability is lower. This is due to thelues of the transmission lines failure probalesitiwhich are
smaller than in the previous case because of tiadlesmtine lengths.

Finally, the centrality betweenness based on tpqsed random walk model has been computed fotwthe
examples. The results are shown in Figure 3.

X Case 1 length

0,9
0,8
0,7
0,6
0,5
0,4 0

© Case 2 length

O
9

Y
Pan

0,3

Betweenness Centrality

0,2

had
P

0,1

? o o
o 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Node index

Figure 3. Betweenness centrality according to the random fltoadel proposed.

Betweenness values evaluated for case 1 (x, FR)unsing higher lengths computed from eq. (4.28,exual or
higher than the values obtained for case 2 usingllemaverage lengths( Figure 3), due to the associated
larger failure probabilities. Equal values are ai#d for nodes 1 and 2, i.e., the source nodesidde 3 and for
node 8 which is an isolated node (Figure 1). Theelohalf of the network (nodes 1, 2, 3, 4 and F)jcw
contains the generating units (nodes 1 and 2),higtser values of betweenness than the upper halichw
contains the load nodes 13 and 14. Nodes 10, 1112ratt as a tie for the flow. Node 2, which repras a
source node and a transfer node as well, is the mmgmortant from the betweenness point of viewpath
studies.

5. Conclusions

In previous works, network analysis has been shawitable for a preliminary analysis of complex
infrastructures aimed at identifying structuraticglities, e.g. the most connected nodes, shaptst lengths of
connection, most vulnerable nodes, etc. Limitatiofisthe analysis relate to the neglecting of théualc
capacities of the links, their probabilities oflfaées and the fact that flow among network nodeypgcally a
global phenomenon, not restricted to only direlebriest paths as typically assumed.

11



To overcome some of these limitations, in this papenodel of random flow propagation has been thtced
and the topological concept of betweenness ceytiadis been accordingly extended to account forahdom
flow propagation across the network. The randorigradf the flow out of a node is driven by the caipa
values of its outgoing links and allows non-geodgsiths to be travelled by the flow. Variabilitythre behavior
and operation of the links, source and target niglakso accounted for by varying stochastically tapacities,
the productions and demands, respectively.

The modeling approach has been applied to thecgatifransmission network system of the IEEE 14$&hd
indications derived from the betweenness centrafitgasure values have been analyzed for different
transmission lines lengths. Each equipment of §ses has been transposed into a node or edgeeof th
representative network and the length of the aassteen calculated for two cases: case 1, in whielhengths
have been obtained from the impedances of the Bmescase 2, in which average line lengths have bee
considered from literature data. The network penBomce characteristics and the random walk betwasnne
centrality measures have highlighted the weaknesfstae network structure, for the failure datadise
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