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ABSTRACT: Evaluating and comparing the threats and vulbiétees associated with territorial zones ac-
cording to multiple criteria (industrial activity, poptian, etc.) can be a time-consuming task and often requires
the participation of several experts and decision makeathd® than a direct evaluation of these zones, building
a risk evaluation scale and using it in a formal procedurengsrto automate the assessment and therefore to
apply itin a repeated way and in large-scale contexts anogjged the chosen procedure and scale are accepted,
to make it objective. One of the main difficulty of buildingcdua formal evaluation procedure is to account for
the multiple experts knowledge and decision makers preée® The procedure used in this articleEETRE

TRI, uses the performances of each territorial zone on multijleria, together with preferential parameters, to
gualitatively assess their associated risk level. Thespeatial parameters to be determined are the category lim-
its, i.e. the limits on each criterion of the performanceg@associated with a given risk level, and the weights
associated with the different criteria. To obtain thesapuaaters with no direct questioning of the stakeholders,
tools based on mathematical programming have been devktomeduce these preferential parameters from
assessment examples. In this article, several such takpgilied together in order to build a complete exam-
ple leading to the definition of a territorial risk evaluatiscale taking into account the preferences of multiple
stakeholders.

1 RISK ASSESSMENT MODELLED AS 1.1 MCDA problem statements
MULTICRITERIA SORTING MODELS
Real-world decision problems such as territorial risk

Assessing the risk levels associated with geographevaluation usually involve multiple points of view on
ical zones can be a difficult task. It involves multi- evaluation of zones they concern. These points of
ple, and often conflicting, point of views: a zone mayview are relevant for a Decision Maker (DM), or ex-
have a low risk according to one criterion while beingpert (who is either a single person or a collegial body).
exposed to a critical risk according to an other oneThey are formally represented by real-valued func-
Associating one risk level to a zone involves aggre+tions called criteria. Multicriteria (MC) decision aid-
gating these point of views. This article suggests tang aims at recommending a decision which is consis-
use the tools developed in the domain of multicriteriatent with a value system of the DM. Various method-
decision aid, which enable a formal approach to thablogies have been proposed to support DMs fac-
aggregation problem when assessing risk. ing a MC decision problem (Keeney and Raiffa 1976,

The paper is structured as follows. This section delRoy 1996, Bouyssou et al. 2006). Three main prob-
scribes the relation between a risk assessment prokematics structure the MC decision aiding field:
lem and a multicriteria sorting problem. Section 2 de-choice, ranking or sorting (Tsoukias 2007). Given a
scribes a specific multicriteria sorting methodHe-  finite set A of alternatives, the choice problematic
TRE TRI (Figueira et al. 2005, Mousseau et al. 2000,consists in selecting a subset of alternatives (as small
Roy 1991), and discusses existing methodologies tas possible) being judged as the most satisfactory. The
elicitan BELECTRE TRI based risk model with experts. ranking problematic consists in establishing a pref-
Section 3 suggests a strategy to build a risk evaluatioarence pre-order (either partial or complete) on the
model as an EECTRE TRI model using indirect pa- set of alternatives. These two problematics are said
rameters elicitation. An illustrative example is givento be comparative, as they require to compare alter-
in Section 4. The algorithm used for the inference isnatives one to another in order to set up the choice
detailed in Section 5. set or the preference pre-order. The sorting problem-



atic concerns ordinal classification of alternatives an® ELECTRE TRI FOR RISK EVALUATION

consists in assigning each alternative to one of some

pre-defined and ordered categories. The assignmefhe MC sorting method used here is a simplified ver-
of an alternative to an appropriate category relies osion of EEECTRE TRI. It is appropriate for a risk eval-
the alternative’s intrinsic value (and not on the com-uation setting as it only requires ordinally evaluated
parison to others). In this paper, we consider the mulperformances on the different criteria. The version
ticriteria (MC) sorting problematic to represent qual- considered here is very close to the version studied
itative risk assessment models. by Bouyssou and Marchant (2007a, 2007b).

1.2 Defining a qualitative risk assessment scale 2.1 Sorting procedure

Most concepts used in a risk assessment problem eaBt ECTRE TRI requires, as a definition of the prefer-
ily map to concepts used in the MC sorting problem-ences of a DM, criteria importance parameters and
atic. What is called a category in such a problem-category limits separating the categories. The crite-
atic represents the set of possible risk levels that theia importance parameters include a weight for each
territorial zones must be mapped into. They can bef the criteria and a majority threshold that defines
e.g.: {Critical risk, Medium risk, Low risk. Ideally =~ when a set of criteria is good enough to be decisive.
these risk levels should be defined according to som&he category limits separate, for each criterion, two
precautionary measures associated with them, to giveonsecutive risk levels.

these categories a precise meaning. The point of views Consider a finite set of territorial zonek a set of
involved in a risk evaluation problem correspond tocategory limitsB = {by,...b.}, and a finite set of
the criteria in a MC sorting problem. Examples in- criteria indices.J. A criterion g; (j € J) is a func-
clude the presence of a school or the percentage afon from A U B to R whereg;(a) denotes the per-

vulnerable persons. formance of the zone on the criteriory;. The zones
Building an evaluation scale thus amounts to buildhave to be sorted ik risk levels,ci, ..., c;, ordered
a MC sorting model. by their desirability.c; is the worst (i.e. highest) risk

level, andc, is the best (the lowest) one. Each risk

o ) level ¢;, is defined by the performances of its lower
1.3 Building a sorting model frontier, or category limitp,_; and its upper fron-
: : , tier b, of B. The performances are here supposed to
Each zone being described by a vector of risk facyy, 01 that a higher value denotes a better perfor-
tors associated with the point of views involved in the - - o (i.e. associated with less risks) and the per-
problem, the task at hand consists in assigning th.esl%rmances on the frontiers are non-decreasing, i.e.
zones to a set of risk categories. This is done using, . = ;| ;" .. (brr) < g;(bn) ’
a MC sorting preference model. This model contains JESHIS NS Egi\0n-1) S 9;0n).

L o To sort the zones, IECTRE TRI uses the con-
afsgt of su%ectg/%ﬁﬂatq Lepresedntlng the Erefelrencecsept of outranking relation. The assignment rule used
of the considere with regard to, e.g., the relative S :
importance of each of the criteria. These objective an@etge’thken?]\?vnhs:t th(()esgi?)?:l:?slitll(;\:g)[eéuacshat%gst 3} ezone
subjective data together with a sorting method aIIov\fLone outragnks thpe category’s lower frontier ;.A
to aggregate the dlﬁergnt point of views to assess théonea outranks a frontieb,_; if and only if {kllére
risk level of each cpn3|dered zone. . ... Is a sufficient coalition of criteria supporting the as-

These preferential parameters may be elicited in

Lertion ‘% is at least as good dg_,", and no crite-
direct way, but this is often difficult as it requires the . -l : )
DM to undertand the fine details of their use in the " strongly opposes (vetoes) that assertion. To com

considered MC sorting method. That is why it hasloUte this, preferential parameters given by a DM are

0 tod 1o ded h ¢ tal tused.The coalition of criteria in favor of the outrank-
een suggested to deduce the preferential parame Vac A1<h <k, is defined as

in an inverse way, by asking the DM examples of al-
ternatives, or zones, and the category, or risk level
they would consider appropriate for these. ijCj(a, bh-1), (1)

A supplementary difficulty arises when the eval- i€/
uation method to be defined involve multiple DMs, o
as different stakeholders may favor different subjecwhere w; is the weight of the criteriony;, and
tive parameter values. Applying inverse elicitation inCj(a,by,—1) € {0,1} measures whether is at least
a multiple DMs context amounts to ask each DM foras good asb, , from the point of view of the
a set of examples, which may be conflicting, and decriterion j: Cj(a,b,—1) = 1 < g;(a) > g;(bp1), O
duce preferential parameter values that may be eithéitherwise. The weights are defined so that they
entirely shared by the DMs, or shared for a part ofsum to one % _._;w; = 1). The coalition is com-
the parameters, and individual for other values. Thigared to a majority threshold € [0.5,1] defined
is the approach we use in this article. by the decision maker along with the weights. If



el TSR . Table 1: A summary of the main features proposed by other arti
ZjerJ Cja,bp—1) < A, the coalition is not a suffi cles and by this one (last row). For each article, the secofd c

cient coalition and the zone does not outrank the fronymn indicates the expected input of the main tool proposed in

tier b,_; and will therefore be assigned in a risk level the article, the last one shows its outpudesignates assignment

belowc;,. exa_mples from a single DM de_signates.possibly inconsistent
Even when the coalition is strong enough, a cri-assignment examples from a single Diis a group of DMs’

teri to th tranki ituati It h assignment exampleB, is a set of category limits, W is a set of
erion may velo the outranking situation. a'ppenSNeights. The computations are based on linear (or mixedénte

wheng;(a) > U?il. The veto thresholdj’?“ isavalue and linear) programming, except for the first one.
that the DM may define and represents the perfor-Articie input  output

mance that, if not reached by some zandorbids MS98 i P, W (non-linear)

the zone to have a risk label of. To summarize, MFNO1 wpPo W

: NMOO “wW P
the zonea outranks the frontieb,_; (and therefore DMFCO02 robust model, W)

is assigned to at least the categoyy if and only if MDFGCO03 i how to restore consistency
> icswiCjla,by—1) > Aandvj € J : g;(a) > v?_l. MDF06 ix how to restore consistency

In a case involving a single DM, the weights and _'?EMOZ_ e 7 P progressive Cg”lec“"e model (W)
majority thresholds (defining the sufficient coalitions) ——=21“€ 9 collective model’p)

and the category limits may be given directly by him. ,
However, this requires that the DM understands hovdividual preference models and a collective prefer-

these values will be used. It is moreover a difficult®nce model representing the group consensus. Thble 1
process to directly ask the DM for these parameterd@rese”ts a summary of the available tools for indirect
The approach used here supposes that he provides £Eference elicitation related ta.ECTRE TRI.
signment examples which are used to infer the prefer-
ential parameters.

The situation is even more complex when severa?’ \|/3VlIJ1I'II_—|DI:ANUGL1"AIIBI_I§<E)E(\F<AE%?l'JFASTION MODEL
DMs are involved: there is no reason to suppose that

all DMs a priori agree on the importance of the crite- he ab h h hod
ria or on the frontiers parameters. Hence, in additior-ontrary to the above approaches, the method we pro-

to the difficulty related to the inference of angc-  POS€ consists in eliciting category limits shared by all

TRE TRI model, an additional level of complexity is PMs while leaving weights of criteria possibly dif-
ef§rent for each DM. This enables a consensus to be

approached by first validating a part of the preference
model (the category limits) with all DMs before elic-

_ _ iting the weights of criteria.
2.2 Inferrence of preferential parameters in a The process is the following.

multiple DM context

The ELECTRE TRI preferential parameters to elicit ® Obtain from each DM typical zones that corre-

expressed by the different DMs.

are the category limits, the weights, and the vetoes. spond to each specific risk levels. These zones
Previous works aiming to infer preferential param- ~ are defined by their evaluations on the criteria
eters for the EECTRE TRI procedure on the basis Of and W|" be used as Indll’eCt |nf0rmat|0n to e||C|t

assignment examples exist, but they mostly involve  the risk evaluation model.

a single DM. Existing approaches suggest to find

the entire EECTRE TRI preference model param- e Search for an EECTRE TRI model without ve-
eters [(Mousseau and Slowinski 1998) from assign-  toes representing the zone examples. A mathe-
ment examples, or find the importance coefficients ~ matical program is thus built in order to compute
only (Mousseau et al. 2001), or the categories lim-  category limits compatible with the typical zones
its (Ngo The and Mousseau 2002), the other param-  provided by the DMs. The program is defined in
eters being supposedly known. Robust approaches Sectiorib.

are suggested which compute for each alternative

a range of possible categories to which alterna- e If no ELECTRE TRI model without vetoes is able
tives can be assigned under incomplete determi- to represent all zone examples, it is possible to
nation of the parameters (Dias and Climaco 1999, allow vetoes to be used and define the corre-
Dias and Climaco 2000, Dias et al. 2002). Some tools  sponding mathematical program.

deal with the problem of non existing preference

model solutions which may arise because of an e If still no satisfying EEECTRE TRI model is
inconsistent set of assignment examples (i.e. as- found, it is possible to check which maximal
signment examples that do not matchEETRE subsets of zone examples can be represented
TRI) (Mousseau et al. 2003, Mousseau et al. 2006).  (Mousseau et al. 2003, _Mousseau et al. 2006).
While the above approaches target a unique DM, The DMs may then be asked individually if
Damart et al. (2007) propose a method involving a  they agree to remove or change specific zone
group of DMs that iteratively build, in parallel, in- examples to restore consistency.



. Table 2: Inferred category limitsh; separate the categories
e When shared category limits are found, they“High risk” and “Medium risk” andb, separate the categories

should be presented to the DMs for validation. If «\yadium risk” and “Low risk”.
they disagree, they may propose additional zone

examples to further constrain the model and it- Frontier bv pe d i sc  pr
eratively converge towards satisfactory category b 28 12 18 28 08 407
limits. by 32 32 22 32 08 818

e At this stage, the DMs agree on a set of cate-
gory limits but weights of criteria are still pos- pr Proportion of the population who is vulnerable
sibly distinct for each DM. The approach sug- (children under 15 and elderly persons), evalu-
gested by Damart et al. (2007) may then be used  ated in percentage.

to build a consensus on the weights. We suppose that each expert provides 30 zone ex-
amples and their associated risk evaluation (that could

One of the important features of the proposed ap(%orrespond to real zones the experts have previously

B{gggz elg rtrl? Sttﬁ :; a%%ﬁ)izzet((j) g) g?élusg)lrngr:;%tr?toe ?(?’at: valuated or fictitious zones defined by their evalua-
does not suppose that part of the preference model |isOn yectors). Thg data is given in Annx A.
Using the assignment examples, the program Infer

known beforehand. Limits (described in Sectionl 5) is used to find cate-
gory limits shared by the experts which match their

4 |ILLUSTRATIVE EXAMPLE individual assignment examples. The results are pro-
vided in Tabld_D.

Let us illustrate the method on the following hypo- The numerical values found as frontiers by the
thetical scenario. This simplistic example role is tomathematical program should be interpreted in terms
illustrate the proposed method rather than provide aff the scales used for the evaluations of the related
in-depth case study. point of views. For example, the evaluation of the
A group of experts would like to develop a scale frontier b, on the point of view of the building vul-
permitting to evaluate the level of risk of each territo- Nerability criterion, as displayed in Talile 2, is 3.2. As
rial zone around a given industrial installation relatedthat criterion scale is discrete, a value of at least 3.2
to a possible hazard. Each zone is to be determined &9rresponds to a value of at least 4. This means that
belonging to one of the three categor{g¢sigh risk < a@n evaluation of 4 on the point of view of the building
Medium risk < Low risk}. Each of these categories Vulnerability for a given zone counts as an argument
are associated with specific precautionary measurd8 favor of that zone to be assigned to a category bet-
(e.g. evacuate the population). Building a risk evaluter thanb., i.e. the category “Low risk”. If the zone
ation scale relative to hazards related to industrial inhas an evaluation of at least 2.8, the evaluatiot of
stallations is typically important in decision processe<2n the building vulnerability criterion, but not better
such as the PPRT (Plan de Prévention des Risquéan 3.2, hence, an evaluation of 3, this point of view
Technologiques) used in France (PPRT 2011) . argues in favor of that zone being assigned to the risk

The four members of the expert group consider that€vel ‘Medium risk”. If the evaluation is less than 2.8,
the following six criteria should be used to evaluatethusis 0to 2, the risk level recommanded by this point

the risk associated to each zone. of view is “High risk”. , ,
The table shows a possible set of frontiers evalua-

d The distance to the hazardous industrial instalfions that may be shared by all DMs such that when
lation, evaluated on a 3 points ordinal scale. 0:usedinan EECTRE TRI model itis possible to repro-

less than 500 meters; 1: between 500 and 200guce their zone examples, provided adequate weights
meters: 2: more than 2 km. are used. At this stage the DMs do not share the

weight values yet. Tabld 3 shows for each DM a set of

sc Presence or absence school in the zone, a binaWgights matching the assignment examples with the

assessment. No school is encoded with a 1, presommon category limits. Note that these weights are
ence of school with a 0. not the only ones that reproduce all assignment exam-

ples with the frontier values shown in Table 2.
bv Building vulnerability, evaluated on a 5 points Choosing these category limits impose some con-
ordinal scale. straints, for each expert, on the criteria importance
that may be used to match the zone examples. It is
pe Presence of public environment and technical agpossible to compute the restrictions imposed to each
sets, evaluated on a 5 points ordinal scale. expert on the relative importance of the criteria. In
Figurell, for a given expert, an arrow is drawn from a
i Impact on other industrial installations, which criterionj to a criterion;’ if all ELECTRE TRI models
could lead to cascaded effects. Evaluated on a Batching the zone examples for that expert, consider-
points ordinal scale. ing the category limits in Tablgl 2, are such that the



Table 3: A set of weights, as found by the Infer Limits program Table 4: Inferred category limits on the second run, with the

matching zone examples of each expert when used togettrer witadded constraint thdt; on pe must be at least 2; separate

the inferred category limits. the categories “High risk” and “Medium risk” arnfg separate
the categories “Medium risk” and “Low risk”.

DM bv pe d i SC pr A Frontier bv pe d i sc pr
dml 0.375 0.25 0 0 0.25 0.125 0.69 b1 28 28 18 22 08 4038
dm2  0.75 0 0.125 0 0.125 0 094 bo 32 32 22 38 08 742
dm3 0.125 0 0.125 025 025 0.25 0.56
dm4 0.875 0 0 0 0 0.125 0.94

Table 5: A set of weights, as found by the Infer Limits program
matching zone examples of each expert when used together wit
Figure 1: The restrictions on the weights imposed by theazhoi the inferred category limits.
of the common frontiers, for each expert. An arrow from a cri-
terionj to a criterion;’ states that the choice of these frontiers

implies a greater weight fgrthan for;’ for this expert. DM bv pe d i ) pr A
dml 0.375 0.25 0.125 0 0.125 0.125 0.69
""""" dm2 0.75 0 0.125 0 0.125 0 094
dm3 0.125 0 0125 025 025 0.25 0.56
dm4 0.5 0 0 0 0 0.5 0.56

4

expert 1

lution found, displayed in Tabl€ 4.
A set of weights compatible with the zone exam-
ples using these frontiers is presented in Table 5.
Supposing that all DMs agree with the shared
frontier values found, the approach suggested by
Damart et al. (2007) may then be used to iteratively
build consensual weights among the group of experts.

5 ALGORITHMIC DESCRIPTION

L expertd ... In this section we detail the mathematical program
which allow to elicit the category limits for a set of
DMs. This requires the following supplementary no-
weight on the criteriory is more important than the tation. For each DM € £, the set of exampleg is
weight on the criterion”. the set of pairga, h) € A x [1, k] specifying that the
These importance relations are to be discussed angbnea is assigned to the risk leve}, by I. We write
accepted by all experts for these shared frontiers ta|—> h to denote such a zone example.
Egrr?ggﬁgf)erg lt];lea I?]l\él rcﬂﬁﬁﬁ];epersgr}:rﬁrgﬁc;mg%gir&%e Infer Limits is a mixed integer program that finds,
’ if possible, a set of category limits such that it is pos-

again with some additional constraints concerning UNinie to satisfy the zone examples of each DMs using
acceptable weights comparisons.

. individual criteria importance parameters without us-
It may be seen that a consensus on the weights ca

ihg veto thresholds.
not be readily found using these category limits as g veto thresholds

e.g. expert 3 has sc necessarily more important than
bv while experts 1 and 4 have the inverse preferenceés.1 Stating the problem
To get closer to a consensus, the third decision expert
might be asked if he could consider bv to be more imHaving a set of zonesi used as examples, a set
portant than sc and the Infer Limits program be runof criteria |nd|cesJ, the evaluations of _the zones
again with that supplementary constraint included. 9;(a)Va € A,j € J, the number of categorids a set

In our example, we suppose that when presente@f DMs £, zone exampleg’, the goal of Infer Lim-
the category limits, one of the expert disagree withits is to determine the performances of category lim-
one of the values, saying that in his opinion the catltS 9;(bx),¥j € J,1 < h < k — 1 shared among the
egory limit, on the criterion pe must have a value DMs, together with individual weights’, and major-
of at least 2, thus, that a zone should have an evality thresholds)!, matching all zone examples. Note
ation of at least 2 according to the point of view of that the lowest category limit,, must be outranked
the public environment and technical assets for thidby every zone (because they must go into at least cat-
point of view to argue in favor of the zone to be in egoryc;, the worst one) and hence the performances
the “Medium risk” or “Low risk” category. This con- g;(b,) on every criterion necessarily consist in perfor-
straint is thus included in the program and a new somances lower than every other performances on the



same criterion. The upper frontier of the best catef19ure 2: constraining’; to the appropriate value

gory, that would be, is used only when an other C;
assignment procedure known as the optimistic proce-
dure is used. Therefore, the lowest and best frontiers
are not considered in our inference programs. Satis-
fying these assignment examples amounts to satisfy,
vl e £,VaT> he E':

> w! >\, and ) \ \

j€J:gi(a)>g;(bp— . .

j€J:9(a)29; (bn-1) Gy = M%(gj(a) — g (bn))
> wi< M (3) — & |

j€J:95(a)>g; (bn) M D M;

Equation [[2) ensures that the example zone is as- .-
signed to a risk level at least as goodaasand [(3) '
makes sure that it is assigned to a risk level not better
thancy,.

Figure 3: constraining§ to the appropriate value
5.2 Constraints

0;
VieJacAl<h<k—1:
1
a7 5. (9i(@) = g;(bn)) + ;) < Cjla, bn); 1
J J
(4) ........ .’UJJ; ....................................

1
Cjla,tn) < 57 (95(a) = g5(bn)) + 1.
J
The constraints i {4) defing;(a, by,), binary vari- i AN T
ables indicating the agreement of the criteripto a
say thata is at least as good ds,. See Figurél2. RN 1
9;,Vj € J, is a value smaller than the minimal dif- i
ference between any two different performances on '
J (Vj € J:min; =mingpea|gj(a) — g;(b)|) divided
by k. If there is no two different performances for a
given criterion,d, is defined arbitrarily ta. It is de-

fined so that adding this value to the constraints doegjle avoiding the non-linear expressiof(a, b,) =
not restrict the space of possibilities abguth;,) and Wl C;(a, by) (Meyer etal. 2008). See also Figie 3.
may thus be used to change the strict inequality to ]Tﬁen’ we need to ensure that the sum of supports for

loose inequalityvj € J, M; = g; — g; + min; isa . examples are greater than the related majority
scaling factor representing the maximal performanc%reshomlS ieVieLVa—she B h<k:
y el 9 | 9 .

difference on the criterion including one extreme

frontier.g; andg; are the best and worst performances

on the criteriory. > ofa,by) +s <N =y, (6)
The sum of the weights are modelled using the fol-;2;

lowing constraintsyl € L,aT> heFE,jecJ:

;

andvlie L,Ya—he E' h>1:
O-é'(a7bh) Sw; I

o'l (a,by) >0 Zaé'(aabhq) >\ 4. (7)
o G
Ué(a’ bn) < Cilasbn) 0, is an arbitrary small positive valugjs a slack vari-

able used in the objective function.

\ Uj»(a, by) > Cj(a,by) +w§» —1.

The variables@(a,bh) represent the sum of the v; e - Zwé = 1. (8)

support for saying that is at least as good ds, el
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A

ILLUSTRATIVE EXAMPLE DATA
dm  zone bv pe d i sc pr category
dml ZoneO8 5 4 1 4 1 90.1 Low
dml Zonell 5 3 2 3 0 927 Medium
dml Zonel2 1 3 3 2 1 427 High
dml Zoneld 2 4 3 5 0 905 High
dml Zonelb5 4 1 3 2 1 979 Low
dml Zone20 1 2 3 1 0 601 High
dml Zone22 3 3 3 2 1 16.7 Medium
dml Zone23 1 3 1 4 0 44.8 High
dml Zone24 4 2 3 2 1 847 Low
dml Zone25 4 3 1 2 1 405 Medium
dml Zone29 5 4 1 1 1 408 Low
dml Zone32 3 5 3 3 1 35.2 Medium
dml Zone34 4 4 1 5 1 905 Low
dml Zone4l 2 3 1 4 0 527 High
dml Zone45 4 1 2 4 1 75.8 Medium
dml Zone4d8 4 5 1 3 0 66.1 Medium
dml Zone52 4 4 1 3 1 2.2 Low
dml Zone54 2 1 1 2 1 419 High
dml Zone56 3 1 2 2 0 6.6 High
dml Zone57 3 3 2 2 0 531 Medium
dml Zone60 1 1 1 5 0 8.6 High
dml Zone70 3 1 1 2 0 514 High
dml Zone76 1 3 2 1 1 524 High
dml Zone82 3 5 2 1 0 85.3 Medium
dml Zone83 3 3 3 5 0 812 Medium
dml Zone84 4 3 2 1 1 58.2 Medium
dml Zone88 3 3 2 1 0 453 Medium
dml Zone89 5 4 1 3 1 842 Low
dml Zone90 3 3 1 5 1 1.3 Medium
dml Zone99 1 2 3 4 0 79.8 High
dm2 Zone0O 3 3 2 4 1 636 Medium
dm2 Zone0O3 2 1 2 3 1 3.4 High
dm2 Zone05 5 5 3 4 1 132 Low
dm2 Zonel0 2 4 1 3 0 353 High
dm2 Zonell 5 3 2 3 0 927 High
dm2 Zoneld 4 4 1 5 1 16.7 High
dm2 Zonel6 4 3 3 1 1 721 Low
dm2 Zone20 1 2 3 1 0 601 High
dm2 Zone25 4 3 1 2 1 405 High
dm2 Zone26 1 5 3 3 1 286 High
dm2 Zone27 5 2 3 4 0 29.1 High
dm2 Zone30 3 1 2 1 1 59.2 Medium
dm2 Zone32 3 5 3 3 1 352 Medium
dm2 Zone3d4 4 4 1 5 1 905 High
dm2 Zone36 4 2 1 2 1 90.9 High
dm2 Zone38 3 4 2 3 0 782 High
dm2 Zone52 4 4 1 3 1 2.2 High
dm2 Zone55 2 5 1 4 1 16.7 High
dm2 Zone58 2 1 2 3 1 742 High
dm2 Zone63 5 1 2 5 0 46.9 High
dm2 Zone64 2 2 3 2 1 40.7 High
dm2 Zone69 3 3 1 2 1 56.9 High
dm2 Zone84 4 3 2 1 1 582 Medium
dm2 Zone86 4 2 2 3 1 56.8 Medium
dm2 Zone88 3 3 2 1 0 453 High
dm2 Zone89 5 4 1 3 1 84.2 High
dm2 Zone92 3 5 3 1 0 2.9 High
dm2 Zone97 3 3 2 5 1 413 Medium
dm2 Zone98 1 3 2 2 0 827 High
dm2 Zone99 1 2 3 4 0 79.8 High
dm3 Zone0O 3 3 2 4 1 636 Medium
dm3 ZoneO1l 2 5 3 3 0 838 Medium
dm3 Zone05 5 5 3 4 1 132 Low
dm3 ZoneO6 2 2 1 2 1 83 High
dm3 ZoneO8 5 4 1 4 1 90.1 Low
dm3 Zonel7 4 2 1 4 0 830 Low
dm3 Zone20 1 2 3 1 0 601 High
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