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Abstract: Motivated by the development of Deep Brain Stimulation (DBS) for neurological
diseases, we study a network of interconnected oscillators under the influence of a proportional
mean-field feedback. Under standard assumptions, this system can be reduced to a modified
version of the Kuramoto model of coupled nonlinear oscillators. In the first part of the paper
we show that, in general, no oscillating phase-locked solution can co-exist with any non-zero
feedback gain. In the second part we propose a new characterization of phase-locking between
Kuramoto oscillators. In particular we derive a fixed point equation for the Kuramoto system
under mean-field feedback and we show how, generically, the “standard” (with zero feedback
gain) Kuramoto fixed point equation is locally invertible in terms of the implicit function
theorem.

Keywords: Kuramoto Oscillators, Mean-field Feedback, Phase-Locking, Deep Brain
Stimulation.

1. INTRODUCTION

In most automatic control applications, synchronization is
a goal to achieve. For instance, formations of autonomous
vehicles (Sarlette, 2009; Sepulchre et al., 2007, 2008),
consensus protocols (Scardovi et al., 2007; Olfati-Saber
and Murray, 2004; Sarlette, 2009) and master-slave control
of mechanical systems (Nijmeijer and Rodriguez-Angeles,
2003) can all be formulated as a synchronization objective.
For some applications, however, synchronization is an un-
desired effect and the aim of the control law is then to
“desynchronize”. One of these applications is that of Deep
Brain Stimulation for Parkinson’s Disease (PD), which is
the motivation of the present article.
Under healthy conditions subthalamic nucleus (STN) neu-
rons fire in an uncorrelated (i.e., desynchronized) manner
(Sarma et al., 2010). In PD patients, STN neurons form
a cluster of synchronous periodic activity that leads to
limb tremor by activating premotor areas and the motor
cortex (Alberts et al., 1969; Volkmann et al., 1996). In
order to overcome tolerance to pharmaceutical therapies,
some patients undergo Deep Brain Stimulation (DBS).
Through a pair of implanted electrodes, a low voltage
“high”-frequency (>100 Hz) electrical input is perma-
nently injected in the STN. This leads to a drastic re-
duction of the physical symptoms (Benabid et al., 1991).
At present this electrical signal is periodic and generated
by a standard artificial pacemaker (open-loop control) and
is consequently not optimized for the purpose. Despite its
therapeutic success, little is still known about the exact

⋆ An earlier version of this paper has been submitted to the IEEE
CDC 2010. We are thankful to the anonymous CDC reviewer who
pointed out, by showing a counter-example, an issue that lead us
to the definition of oscillating phase-locked solutions. This concept
helped us to clarify and simplify the proof of our main result.

functioning of DBS (Hammond et al., 2008). For each
patient an empirical parameter tuning is needed, which
may take up to several days and which is not guaran-
teed to be effective (Rodriguez-Oroz and et al., 2005).
Moreover patients can develop side effects or tolerance
to DBS (Kumar et al., 2003) with long term treatment.
Also, the permanent electrical stimulation leads to a fast
discharge of the pacemaker batteries and, consequently, to
further surgical operations to change them.
In order to both provide theoretical justifications to DBS
and to bypass the above limitations by exploiting cerebral
measurements, we develop a rigorous analysis based on a
simplified model. More precisely, we analyze synchroniza-
tion and desynchronization phenomena in coupled com-
plex Landau-Stuart oscillators subject to a scalar input
modeling the effect of DBS. The DBS signal is taken
proportional to the mean-field of the neuronal population.
Due to heterogeneities in the media, the contribution
of each agent to the mean-field is seen as an unknown
parameter. In the same way, the influence of the DBS
signal on each neuron is modeled as an unknown gain. The
coupling topology is also taken to be arbitrary, allowing for
a general time-invariant interconnection. This approach
thus allows to represent any recording-stimulation setup
as well as any coupling topology. Nonetheless, we point
out that it does not detail the neuronal dynamics, nor the
electrode setup. Under standard assumptions, our model
reduces to a modified version of Kuramoto coupled os-
cillators. This model, originally developed in the seminal
works (Kuramoto, 1984; Winfree, 1980), has been already
exploited to analyze both synchronization and desynchro-
nization phenomena (Scardovi et al., 2007; Chopra and
Spong, 2009; Acebrón et al., 2005; Aeyels and Rogge,
2004; Jadbabaie et al., 2004; Brown et al., 2003; Sepulchre



et al., 2007; Pikovsky et al., 2001; Strogatz, 2000; Franci
et al., 2010). After having formally defined the concept
of phase-locked solutions, we show that, for a generic
class of interconnections between the oscillators, the ex-
istence of perfectly phase-locked oscillating solutions is
not compatible with any non-zero mean-field proportional
feedback. This analytical result confirms the expectations
of a closed-loop desynchronizing strategy. The proof of
the main theorem relies on two fundamental steps. Their
interest goes beyond the technical aspects of the proof,
as they underline intrinsic properties of the system. In
the first result we completely characterize the oscillat-
ing phase-locked solutions of the Kuramoto system under
mean-field feedback through a fixed point equation. In the
second result we show that, generically, the “standard”
Kuramoto fixed points equation (that is for zero feedback
gain) can be locally inverted around any of its solutions
through the implicit function theorem. This result extends
the results in (Aeyels and Rogge, 2004), where the fixed
point equation is solved (i.e. inverted), in the particular
case of the all-to-all coupling.
The paper is organized as follows. In Section 2 we derive
a simple model of interconnected oscillators under propor-
tional mean-field feedback. In Section 3 we formally define
phase-locked solution and show their generic disappear-
ance under mean-field feedback, and give a new charac-
terization of phase-locking between Kuramoto oscillators.
Proofs are given in Section 4

2. MODEL DERIVATION

A simple representation of the limit cycle behavior that
appears in periodically spiking neurons (Izhikevich, 2007,
Sections 6.1.3,6.1.4) is given by the Landau-Stuart oscilla-
tor (Kuramoto, 1984):

ż = (iω◦ + ρ2 − |z|2)z, z ∈ C, (1)

which represents a normal form of the Andronov-Hopf
bifurcation, where ω◦ ∈ R and ρ ∈ R>0 denote the natural
frequency and the radius of the oscillation, respectively.
The model for N ∈ N≥1 diffusively coupled oscillators is
then given by

żi = (iωi + ρ2i − |zi|
2)zi +

N
∑

j=1

κij(zj − zi), ∀i = 1, . . . , N,

where κij , i, j = 1, . . . , N , denotes the coupling gain from
oscillator j to oscillator i. We denote ω := [ωi]i=1,...,N ∈
R
N as the vector of natural frequencies. We consider an

arbitrary interconnection topology, and thus allow κij ,
i, j = 1, . . . , N , to be arbitrary in our study. The pos-
sibility of considering any interconnection topology is an
interesting particularity of the approach presented here
with respect to the existing literature.
The presence of a limited number of electrodes and their
large size with respect to the neuronal scale, makes the
mean-field (i.e. the mean membrane voltage) of the ensem-
ble the only plausible measurement in DBS. The output
of our system is therefore

y :=
N
∑

j=1

αjRe(zj), (2)

which is referred to as the mean-field of the ensemble,
where α := [αj ]j=1,...,N ∈ R

N
≥0

is a vector that describes
the heterogeneous and unknown influence of each neuron

on the electrode’s recording. In the same way, we define
the vector β := [βj ]j=1,...,N ∈ R

N , as the unknown gain of
the electrical input on each neuron. The pair (α, β) thus
defines the stimulation-registration setup. The dynamics
of N coupled oscillators under mean-field feedback then
reads:

żi = (iωi+ρ
2

i −|zi|
2)zi+

N
∑

j=1

κij(zj − zi)+βi

N
∑

j=1

αjRe(zj),

(3)
for all i = 1, . . . , N . Let us briefly compare the above
model to existing ones. In (Rosenblum and Pikovsky,
2004; Tukhlina et al., 2007) the global dynamics of the
network is modeled as a single Landau-Stuart oscillator,
exploiting the fact that oscillators are synchronized. Hence
that model is valid only near the synchronous state.
On the contrary (3) is valid for both synchronized and
desynchronized behaviors. In (Popovych et al., 2006) the
authors use a population approach with all-to-all coupling
that makes the results valid only for large number of
oscillators. Our paper allows for general couplings and
number of agents. Finally, we consider a real output as
opposed to the complex output assumed in (Popovych
et al., 2006).
In order to simplify the analysis, we make the assumption
that each oscillator evolves with constant radius.

Hypothesis 1. (Constant radii). For all i = 1, . . . , N there
exists a constant ri > 0 such that the solution of (3)
satisfies |zi(t)| = ri, for all t ≥ 0.

This assumption is commonly made in synchronization
studies (Acebrón et al., 2005; Aeyels and Rogge, 2004;
Jadbabaie et al., 2004; Van Hemmen and Wreszinski, 1993;
Brown et al., 2003; Kuramoto, 1984), and is justified by the
normal hyperbolicity of the stable limit cycle of (1) that
let the oscillation persist under external perturbations (cf.
e.g. (Hoppensteadt and Izhikevich, 1997, Chapter 4.3)).
Letting zi = rie

iθi , which defines the phase θi ∈ T1 of each
oscillator, we get from Assumption 1 that żi = ṙie

iθi +
iriθ̇ie

iθi = iriθ̇ie
iθi . Dividing each side of this equation by

rie
iθi , and extracting the imaginary part of both sides, we

get from (3) that

θ̇i = ωi+
N
∑

j=1

κij
rj
ri

sin(θj−θi)−βi sin(θi)
N
∑

j=1

αj
rj
ri

cos(θj).

We can now use the trigonometric identity sin θi cos θj =
1

2
sin(θj + θi)−

1

2
sin(θj − θi) to derive

θ̇i = ωi+
N
∑

j=1

(kij+γij) sin(θj−θi)−
N
∑

j=1

γij sin(θj+θi), (4)

for all i = 1, . . . , N , where

k = [kij ]i,j=1,...,N
:=

[

κij
rj
ri

]

i,j=1,...,N

∈ R
N×N (5)

is referred to as the coupling matrix, and

γ = [γij ]i,j=1,...,N
:=

[

βi
2

αjrj
ri

]

i,j=1,...,N

∈ R
N×N (6)

defines the feedback gain. We also define the modified
coupling matrix, Γ ∈ R

N×N , as

Γ := [Γij ]i,j=1,...,N
= [kij + γij ]i,j=1,...,N

. (7)

We point out that the model (4) appears to be new in the
literature and allows, by properly chosing the parameters



α, β and κ, to encompass all kinds of interconnection
topologies and recording-stimulation setups. We stress
that the use of a nonzero feedback gains γ breaks the
T1 symmetry of the original Kuramoto system. That is,
the invariance with respect to global phase shift no longer
holds (Sepulchre et al., 2007).

3. PHASE-LOCKED SOLUTIONS

3.1 Definition
We start this section by formally defining the concept of
phase-locking. Roughly speaking, a phase-locked solution
can be interpreted as a fixed point of the incremental
dynamics associated to (4). We distinguish solutions that
exhibit collective oscillations (pathological case for DBS)
from non-oscillating ones (neuronal inhibition).

Definition 1. (Phase-locked solution)A solution {θ∗i }i=1,...,N

of (4) is said to be phase-locked if it satisfies

θ̇∗j (t)− θ̇∗i (t) = 0, ∀ i, j = 1, . . . , N, ∀t ≥ 0. (8)

A phase-locked solution is oscillating if, in addition,
θ̇∗i (t) 6= 0, for almost all t ≥ 0 and all i = 1, . . . , N .

In other words, for oscillating phase-locked solutions, the
discharge rhythm is the same for each neuron, which cor-
responds to a synchronous (pathological) activity, while in
the non oscillating case the neurons are in a quiescent non
pathological state. The above definition of phase-locking
corresponds to that of “Frequency (Huygens) Synchroniza-
tion” (cf. e.g (Fradkov, 2007)). It is trivially equivalent to
the existence of a matrix ∆ := [∆ij ]i,j=1,...,N , such that

θ∗j (t)− θ∗i (t) = ∆ij , ∀ i, j = 1, . . . , N, ∀t ≥ 0, (9)

or to the existence of a measurable function Ω : R≥0 → R

such that, for each i = 1, . . . , N ,

θ∗i (t) =

∫ t

0

Ω(s)ds+ θ∗i (0), ∀t ≥ 0, (10)

where Ω is the instantaneous collective frequency of oscil-
lation, that is θ̇∗i (t) = Ω(t) for all i = 1, . . . , N . In case of
oscillating phase-locking, Ω(t) 6= 0 for almost all t ≥ 0.
In the Kuramoto system without mean-field feedback, the
oscillating and non-oscillating cases are equivalent due to
the T 1 symmetry, which guarantees invariance to a com-
mon phase drift such as a nonzero mean natural frequency
(Sepulchre et al., 2007, Eq. (8)). We note that a simple
sufficient condition to avoid oscillator death (i.e. non-
oscillating phase-locking) is given by

max
i=1,...,N

|ωi| > max
i=1,...,N

N
∑

j=1,j 6=i

|kij + γij |+ max
i=1,...,N

N
∑

j=1

|γij |,

meaning that at least one natural frequency is sufficiently
large with respect to the coupling and feedback gain. This
condition ensures that the phase dynamics (4) does not
have fixed points.

3.2 Existence of oscillating phase-locking

We now present a general result on phase-locking under
mean-field feedback. Its proof is given in Section 4.3.
We recall that the expression “for almost all” defines
sets whose complement has zero Lebesgue measure in the
interested space.
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Fig. 1. Large feedback gain, full desynchronization.
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Fig. 2. Small feedback gain, practical phase-locking.

Theorem 2. (No phase-locked solution). Given N ≥ 2, for
almost all natural frequencies ω ∈ R

N , for almost all
interconnection matrices k ∈ R

N×N , and for almost all
feedback gains γ ∈ R

N×N , system (4) admits no oscillating
phase-locked solution.

Theorem 2 states that, for a generic 1 neuronal inter-
connection, the use of a proportional mean-field feedback
prevents the oscillators to all evolve at the exact same fre-
quency. Generically, under mean-field feedback, only two
situations may therefore occur: either no phase-locking or
no oscillations. This result therefore constitutes a promis-
ing feature of mean-field feedback DBS.
On the one hand, the strength of Theorem 2 stands in the
generality of its assumptions: it holds for generic inter-
connections between neurons, including negative weights
corresponding to inhibitory synapses, and does not require
any knowledge neither on the contribution αj of each
neuron on the overall measurement nor on the intensity
βj of the stimulation on each neuron.
On the other hand, the disappearance of the phase-locked
state does not imply the end of the pathological behavior.
Indeed, while Theorem 2 states that the perfectly synchro-
nized behavior is not compatible with mean-field feedback,
it does not exclude the possibility that the system shows
some kind of “practical” phase-locking, such as solutions
whose mean behavior is near to that of a phase-locked
one, but with small oscillations around it. This problem is
addressed in (Franci et al., 2010, Section 4).
Numerical simulations illustrate these two features. The
plots of (a) the phase differences with respect to their mean
ψ and (b) the order parameter r∞, given by r∞e

iψ :=
1

N

∑N
j=1

eiθj , are provided for a large (Fig. 1) and a small

(Fig. 2) feedback gain. Mean-field feedback is applied at
t = 100. While full desynchronization is achieved for the
large feedback gain, practical phase-locking is observed in
case of a too small feedback.

1 A counter-example to Theorem 2 that shows its generic nature can
be found in the on-line extended version of (Franci et al., 2010).



3.3 Characterization of phase-locking

The proof of Theorem 2 (Section 4.3) is based on two main
steps, which are presented here as Lemmas 3 and 4.

Lemma 3 states that the problem of finding a phase-
locked solution can be reduced to solving a set of nonlinear
algebraic equations in terms of the phase differences ∆
and the collective frequency of oscillation Ω. Its proof is
provided in Section 4.1.

Lemma 3. (Fixed-point equation). Given N ≥ 2, for all
initial conditions θ∗(0) ∈ R

N , all natural frequencies
ω ∈ R

N , all coupling matrices k ∈ R
N×N , and all feedback

gains γ ∈ R
N×N , if system (4) admits an oscillating phase-

locked solution starting in θ∗(0) with phase differences ∆
and collective frequency of oscillation Ω satisfying (9)-(10),
then, for all 1 ≤ i < j ≤ N , it holds that

ωj−ωi+
N
∑

l=1

[

(kjl+γjl)sin(∆jl)−(kil+γil)sin(∆il)
]

= 0, (11a)

N
∑

l=1

[

γjl sin

(

2

∫ t

0

Ω(s)ds+∆jl + 2θ∗j (0)

)

−γil sin

(

2

∫ t

0

Ω(s)ds+∆il + 2θ∗i (0)

)]

= 0. (11b)

While this fact is trivial for the Kuramoto system without
inputs (i.e. γ = 0), its generalization to the presence of
mean-field feedback is not straightforward. The first set of
equations (11a) can be seen as the “standard” fixed point
equation for a Kuramoto system with natural frequencies
ω and coupling matrix Γ = k + γ. It may or may not lead
to the existence of a phase-locked solution (see (Jadbabaie
et al., 2004) for necessary and sufficient conditions). The
second set of equations (11b) is linked to the action of the
mean-field feedback. It trivially holds if the feedback gain
γ is zero.
Intuitively, we can expect that if the frequency of the
collective oscillation Ω is not zero then (11b) admits no
solution for any γ 6= 0. The second main step in the
proof of Theorem 2 confirms that indeed, if (11) admits
a solution (∆,Ω), then ∆ is fully determined by the
“standard” part (11a) of this fixed point equation. In
particular the following lemma states that, around almost
any solution of (11a), the phase differences that define a
phase-locked configuration ∆ can be locally expressed as
a smooth function of the natural frequencies ω and of the
interconnection matrix Γ.

Lemma 4. (Invertibility of the Kuramoto fixed point equa-
tion). Given N ≥ 2, there exists a set N ⊂ R

N × R
N×N ,

and a set N0 ⊂ N satifying µ(N0) = 0, such that (11a)
with natural frequencies ω∗ ∈ R

N and modified intercon-
nection matrix Γ∗ := k∗ + γ∗ ∈ R

N×N admits a solution
∆∗ ∈ R

N×N if and only if (ω∗,Γ∗) ∈ N . Moreover,
for all (ω∗,Γ∗) ∈ N \ N0, there exists a neighborhood
U of (ω∗,Γ∗), a neighborhood W of ∆∗, and a smooth
function f : U → W , such that, for all (ω,Γ) ∈ U ,
(

ω, Γ, ∆ := f(ω,Γ)
)

is the unique solution of (11a) in
U ×W .

The rest of the document aims at proving these two
lemmas and establish Theorem 2.

4. PROOFS

4.1 Proof of Lemma 3
From (9)-(10), phase-locked solutions of (4) satisfy, for all
t ≥ 0 and all i, j = 1, . . . , N , θ∗j (t)+θ

∗
i (t) = θ∗j (t)−θ

∗
i (t)+

2θ∗i (t) = 2ΛΩ(t)+∆ij +2θ∗i (0), where ΛΩ(t) :=
∫ t

0
Ω(s)ds,

for all t ≥ 0. In view of (9) and (10), and noting that
the fixed point equation equation is trivial if i = j and
that, due to the antisymmetric dependence of (11) on i
and j, finding a solution for some i = i∗ and j = j∗ gives a
solution also for i = j∗ and j = i∗, finding a phase-locked
solution is equivalent to solving the set of equations

ωj − ωi +
N
∑

l=1

[

(kjl + γjl) sin(∆jl)− (kil + γil) sin(∆il)
]

−

N
∑

l=1

[

γjl sin
(

2ΛΩ(t) + ∆jl + 2θ∗j (0)
)

−

γil sin (2ΛΩ(t) + ∆il + 2θ∗i (0))
]

= 0. (12)

for all t ≥ 0 and all 1 ≤ i < j ≤ N , in terms of ∆ and
Ω. Note that the first line of the last equation is constant,
that is there exists a set of constants {cij}i,j=1,...,N,i<j

such that

ωj−ωi+
N
∑

l=1

[

(kjl+γjl) sin(∆jl)−(kil+γil) sin(∆il)
]

=cij , (13)

(12) then reads
N
∑

l=1

[

γjl sin
(

2ΛΩ(t) + ∆jl + 2θ∗j (0)
)

−

γil sin (2ΛΩ(t) + ∆il + 2θ∗i (0))
]

= cij , (14)

for all t ≥ 0 and all 1 ≤ i < j ≤ N . Hence, if a phase-
locked solution exists, then there must exists a solution to
the set of equations (13) and (14) in terms of ∆, Ω and
c := {cij}i,j=1,...,N,i<j . By differentiating (14) with respect
to time, one gets, for all t ≥ 0 and all 1 ≤ i < j ≤ N ,

2Ω(t)
N
∑

l=1

[

γjl cos
(

2ΛΩ(t) + ∆jl + 2θ∗j (0)
)

−γil cos (2ΛΩ(t) + ∆il + 2θ∗i (0))
]

= 0. (15)

Since we consider an oscillating phase-locked solution, Ω
is a non identically zero continuous function. Hence, there
exists an open interval (t, t), 0 ≤ t < t, such that Ω(t) 6= 0
for all t ∈ (t, t). Hence (15) implies that

N
∑

l=1

[

γjl cos
(

2ΛΩ(t) + ∆jl + 2θ∗j (0)
)

−γil cos (2ΛΩ(t) + ∆il + 2θ∗i (0))
]

= 0, (16)

for all t ∈ (t, t). By differentiating (16) with respect to time
and considering once again that Ω(t) 6= 0 for all t ∈ (t, t),
one gets that (14) holds true for all t ∈ (t, t), and for all
1 ≤ i < j ≤ N . cij being a constant this implies that, for
all t ≥ 0, cij = 0, for all 1 ≤ i < j ≤ N . �

4.2 Proof of Lemma 4
For notational purposes, define yi := ∆iN , i = 1, . . . , N−1,
and y := [yi]i=1,...,N−1. Since it holds that ∆mn = yn−ym,
for all m,n = 1, . . . , N , we can express all the phase
differences in (11a) in terms of the components of y.



Analogously, since θ̇n − θ̇m = θ̇n − θ̇N − (θ̇m − θ̇N ), it
suffices to find a solution to the set of equation in (11a),
relative to the pairs of index (i, N), i = 1, . . . , N − 1. For
the vectors y, we use the suffix ∗ when it refers to ∆∗.
Define, for i = 1, . . . , N − 1,

Fi(ω,Γ, y) := ωN − ωi −
N−1
∑

k=1

[

Γik sin(yk − yi)− ΓNk sin yk
]

− ΓiN sin yi.

With this notation, the equations in (11a) relative to the
pairs of index (i, N), i = 1, . . . , N − 1, can be written as

F (ω,Γ, y) = 0. (17)

In order to solve (17)in the form y = f(Γ, ω) through
the implicit function theorem , we have to show that the
matrix

J(Γ, y) :=

[

∂Fi
∂yj

(Γ, y)

]

i,j=1,...,N−1

, (18)

has full rank on the solutions of (17). Define, for y ∈ R
N−1,

S(y) := {Γ ∈ R
N×N : det J(Γ, y) = 0}. (19)

Since det J(Γ, y) is a non-identically zero analytical func-
tion (for example it is non-zero for y = 0 and Γij = 1,
for all i, j = 1, . . . , N), it is zero only on sets of zero mea-
sure (Krantz and Parks, 2002, Chapter 4). In particular
µ(S(y)) = 0, for all y ∈ R

N−1. Let the sets N and N0 be
defined as

N :=
{

(ω,Γ) ∈ R
N × R

N×N :

∃y ∈ R
N−1 : F (ω,Γ, y) = 0

}

(20)

and

N0 :=
{

(ω,Γ) ∈ R
N × R

N×N :

∃y ∈ R
N−1 : F (ω,Γ, y) = 0,Γ ∈ S(y)

}

, (21)

that is N contains all the natural frequencies and modified
interconnection matrices that admit a solution to (11a),
and N0 all the natural frequencies and modified inter-
connection matrices that admit a solution to (11a) such
that (18) is singular. The next claim, proved in the on-line
available extended version of Franci et al. (2010), shows
that N0 is of zero Lebesgue measure.

Claim 1. Let N0 be defined as in (21). Then µ(N0) = 0.

The lemma then follows directly from the implicit function
theorem. Indeed, given any point (ω∗,Γ∗) ∈ N \ N0,
since Γ∗ 6∈ S(y∗), the matrix J(Γ∗, y∗), defined in (18),
is invertible, and the existence of the neighborhoods U
and W , and of the function f with the properties of the
statement of the lemma follows directly from the implicit
function theorem (Lee, 2006, Theorem 7.9). �

4.3 Proof of Theorem 2
The proof consists in explicitly constructing a zero
Lebesgue measure set of natural frequencies and coupling
and feedback gains, out of which the system of equations
(11) admits no solutions. The theorem then follows from
Lemma 3.
Since the interconnection matrix k, the modified intercon-
nection matrix Γ, and the feedback gain γ are linked by
the linear relation k = Γ − γ, we can independently fix Γ
and γ, and set k accordingly. For all ω ∈ R, let

M0(ω) := {Γ ∈ R
N×N : (ω,Γ) ∈ N0} (22)

where N0 ⊂ R
N × R

N×N is defined in the statement of
Lemma 4 and has zero Lebesgue measure. Let

S0 := {ω ∈ R
N : µ(M0(ω)) > 0}. (23)

If µ(S0) > 0, then µ(N0) =
∫

S0

µ(M0(ω))dω > 0, which

contradicts Lemma 4. Hence µ(S0) = 0.
Consider any ω ∈ R

N \ S0 and any Γ ∈ R
N×N \ M0(ω).

In view of what precedes, this constitutes a generic choice
or ω and Γ and it holds that (ω,Γ) /∈ N0. Suppose that
there exists an oscillating phase-locked solution starting in
θ∗(0), with phase differences ∆ and collective frequency of
oscillation Ω. From Lemma 3, a necessary condition for
the existence of an oscillating phase locked solution θ∗

is that (ω,Γ,∆) is a solution of (11a). From Lemma 4,
(ω,Γ) ∈ N . Since (ω,Γ) ∈ N \ N0, Lemma 4 guarantees
that the phase differences ∆ of θ∗ can locally be uniquely
expressed in the form ∆ = f(ω,Γ), for some smooth
function f : RN × R

N×N → R
N×N . In particular ∆ does

not depend on the feedback gain γ. Consider now the line
of (11b) relative to the pair of indices (1, 2):

N
∑

i=1

[

γ1i sin(ΛΩ(t) + ∆1i + 2θ∗1(0))

−γ2i sin(ΛΩ(t) + ∆2i + 2θ∗2(0))
]

= 0, ∀t ≥ 0, (24)

where ΛΩ(t) := 2
∫ t

0
Ω(s)ds, for all t ≥ 0. Using the

identity sin(a+ b) = sin a cos b+ cos a sin b and defining

Σ1 :=
N
∑

i=1

γ1i cos(∆1i + 2θ∗1(0))− γ2i cos(∆2i + 2θ∗2(0))

Σ2 :=
N
∑

i=1

γ1i sin(∆1i + 2θ∗1(0))− γ2i sin(∆2i + 2θ∗2(0)),

Equation (24) reads Σ1 sinΛΩ(t)−Σ2 cosΛΩ(t) = 0. Since
sinΛΩ(0) = 0 and cosΛΩ(0) = 1, Σ2 has to be zero.
Moreover, since the phase-locked solution θ∗ is oscillating,
there exists t > 0 such that sinΛΩ(t) 6= 0. Hence, Σ1 = 0
as well. Define b1, b2 ∈ R

2N as

b1(∆) : =
[

[cos(∆1i + 2θ∗1(0))]
T
i=1,...,N ,

−[cos(∆2i + 2θ∗2(0))]
T
i=1,...,N

]T
, (25)

b2(∆) : =
[

[sin(∆1i + 2θ∗1(0))]
T
i=1,...,N ,

−[sin(∆2i + 2θ∗2(0))]
T
i=1,...,N

]T
. (26)

Note that b1 and b2 depend only on ∆ = f(ω,Γ) and on
the initial conditions. They do not depend on γ. Hence,

by defining γ̃ :=
(

[γ2i]
T
i=1,...,N , [γ1i]

T
i=1,...,N

)T

∈ R
2N , the

condition Σ1 = Σ2 = 0 can be re-written as γ̃T b1 =
γ̃T b2 = 0 or, equivalently,

γ̃ ∈ b1(f(ω,Γ))
⊥ ∩ b2(f(ω,Γ))

⊥. (27)

Let

L0(ω,Γ) := b1(f(ω,Γ))
⊥ ∩ b2(f(ω,Γ))

⊥ ⊂ R
2N . (28)

Noticing that b1, b2 can not be both zero, µ(L0(ω,Γ)) = 0
for all ω,Γ ∈ R×R

N×N . Recalling (27), for all ω ∈ R
N \S0,

for all Γ ∈ R
N×N \M0(ω), and for all γ ∈ R

N×N \L0(ω,Γ),
system (4) admits no oscillating phase-locked solution,
where M0,S0, and L0 are defined in (22),(23), and (28),
respectively, and are all of zero Lebesgue measure. The
theorem is proved by noticing that, given ω ∈ R \ S0, for



any Γ ∈ R
N×N \ M0(ω), the set {γ ∈ R

N×N : γ = Γ −
k, k ∈ R

N×N} = R
N×N , that is, given any Γ ∈ R

N×N \
M0(ω), γ 6∈ L0(ω,Γ) for almost all k. �
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functions. Birkhäuser, Boston - Basel - Berlin.

Kumar, R., Lozano, A.M., Sime, E., and Lang, A.E.
(2003). Long-term follow-up of thalamic deep brain
stimulation for essential and Parkinsonian tremor. Neu-
rology, 61, 1601–1604.

Kuramoto, Y. (1984). Chemical Oscillations, Waves, and
Turbulence. Springer, Berlin.

Lee, J. (2006). Introduction to smooth manifolds. Gradu-
ate Texts in Mathematics. Springer-Verlag, Berlin, Ger-
many.

Nijmeijer, H. and Rodriguez-Angeles, A. (2003). Syn-
chronization of Mechanical Systems, volume 46. World
Scientific Series on Nonlinear Science, Series A.

Olfati-Saber, R. and Murray, R.M. (2004). Consensus
problems in networks of agents with switching topology
and time-delays. IEEE Trans. on Automat. Contr.,
49(9), 1520–1533.

Pikovsky, A., Rosenblum, M., and Kurths, J. (2001). Syn-
chronization: A Universal Concept in Nonlinear Sci-
ences. Cambridge Nonlinear Science Series, Cambridge,
United Kingdom.

Popovych, O.V., Hauptmann, C., and Tass, P.A.
(2006). Desynchronization and decoupling of in-
teracting oscillators by nonlinear delayed feedback.
Internat. J. Bifur. Chaos, 16(7), 1977–1987. doi:
10.1142/S0218127406015830.

Rodriguez-Oroz, M.C. and et al. (2005). Bilateral deep
brain stimulation in Parkinson’s disease: a multicentre
study with 4 years follow-up. Brain, 128, 2240–2249.

Rosenblum, M. and Pikovsky, A. (2004). Delayed feedback
control of collective synchrony: an approach to suppres-
sion of pathological brain rhythms. Phys. Rev. E, 70(4),
041904. doi:10.1103/PhysRevE.70.041904.

Sarlette, A. (2009). Geometry and Symmetries in Coordi-
nation Control. Ph.D. thesis, University of Liège, (B).
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