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ABSTRACT

Digital Subtraction Rotational Angiography (DSRA) is a clinical protocol that allows three-dimensional (3D) visualization of vasculature during minimally invasive procedures. C-arm systems that are used to generate 3D reconstructions in interventional radiology have limited sampling rate and thus, contrast resolution. To address this particular subsampling problem, we propose a novel iterative reconstruction algorithm based on compressed sensing. To this purpose, we exploit both spatial and temporal sparsity of DSRA. For computational efficiency, we use a proximal implementation that accommodates multiple $\ell_1$-penalties. Experiments on both simulated and clinical data confirm the relevance of our strategy for reducing subsampling streak artifacts.

Index Terms— Rotational angiography, Compressed sensing, X-ray tomography, Iterative algorithms, Sparsity, Proximal operators

1. INTRODUCTION

Compressed sensing provides a new framework for signal recovery, which under certain assumption could surpass the fundamental Shannon-Nyquist sampling limit [1]. Three-dimensional interventional radiology faces sampling issues, since C-arm technology is currently limited by coarse angular sampling. Rotation speed of the device must be set as high as safely possible to minimize the acquisition (scan) duration, while the detector acquisition frame rate limits the total number of views. We investigate the sampling problem in a well-defined clinical practice called DSRA, which consists in performing two scans in a single protocol: a mask scan, which is acquired without injection, and a contrast scan, which is acquired after injecting vessels with contrast medium. Subtraction of the mask from the contrast enhances vasculature visualization in presence of dense structures such as bones. The sampling limitations of C-arm systems give rise to typical subsampling structures known as streak artifacts that degrade the overall quality of all three reconstructed volumes. In particular, whereas subsampling has finally little incidence on the visualization of highly contrasted structures, streak artifacts generated by these latter might hide weakly contrasted structures such as soft tissues, thus limiting the usability of the technique.

Sparsity is modeled with $\ell_1$-norms, whose minimization under a data constraint generates sparse signal approximations. An extension of the iterative filtered backprojection (iFBP) that deals with sparse penalties was introduced in [2]. Several works, among which [3] and references therein, have focused on the reconstruction of piecewise constant approximations of more clinically relevant type of objects, showing streak artifact reduction, but at the expense of an overall change in the image appearance, that may not be clinically acceptable. In the DSRA case, sparsity assumptions on the subtracted volume – which seems realistic since vessels are naturally sparse – promotes redundancy of the nonopacified structures captured in both scans. Such an approach eliminates the need for identical sampling of the mask and the contrast scans, and therefore makes possible to double the sampling of the nonopacified structures by adopting scans that sample two sets of equiangular-spaced interleaved positions as illustrated in Fig.1. In the non-subtracted case, it is possible to reduce streaks of sparse structures over a non-sparse background by progressively relaxing a sparse constraint on the solution as demonstrated in [4].

Fig. 1. Contrast and mask scans sample two sets of equiangular-spaced interleaved positions.

We propose in the following a novel multiple penalty for DSRA reconstruction, that follows the compressed sensing
theory and relies on the three previously cited approaches [2–4]. This strategy requires to generate a solution that satisfies several priors simultaneously and thus minimize a functional including multiple $\ell_1$-terms. The next section presents the application of proximal splitting to the reconstruction problem with a sparse multiple penalty dedicated to DSRA. The relevance of our approach is then evaluated in parallel geometry on simulated data and in cone-beam geometry on real clinical data. We discuss remaining limitations and perspectives of our work in the final section.

2. METHODOLOGY

It has been shown in [1] that perfect reconstruction of a piecewise constant image is achievable through minimization of its total variation (TV). These results have highlighted the interest of casting the reconstruction problem as an optimization problem constrained with a suitable sparse penalization.

2.1. $\ell_1$-penalized reconstruction

We define $f = (f_C, f_M)^T$ as the vector containing respectively the contrast volume and the mask volume, $p = (p_C, p_M)^T$ as the vector containing respectively the injected projections and the mask projections, and $R = \text{diag}\{R_C, R_M\}$ as the block-diagonal matrix describing the trajectory of respectively the contrast and the mask scans. Let $Q$ be the quadratic term that reflects the data acquisition process $Rf = p$. Here, we define $Q$ as the distance between $p$ and projections of $f$ weighted by $W$: $Q(f) = \frac{1}{2} \| W(Rf - p) \|_2^2$. The introduction of $W$ allows the integration of statistical information or of a filtering step [5] that boosts convergence if required. For computational efficiency, we choose $W$ such that $W^2 = D$, where $D$ is the ramp filter in the Fourier domain. The minimization of the corresponding expression of $Q$ is referred to as iFBP. Let $\chi$ be a sparsity penalty with weight $\alpha > 0$. We consider the following constrained reconstruction problem:

$$\arg\min_f Q(f) + \alpha \chi(\Phi f)$$

(1)

where $\Phi$ is a linear operator that can be for instance gradient (TV-penalization) or wavelet transform. Proximal splitting methods [6] allows for building a sequence that converges to the minimum of eq.(1). As it was done in [2], we use the forward-backward scheme given below:

$$f^{(n+1)} = \text{prox}_{\tau\alpha\chi}(f^{(n)} - \tau \nabla Q(f^{(n)}))$$

(2)

where the proximal operator denoted $\text{prox}_{\tau\alpha\chi} u$ is the unique minimum of $\tau\alpha\chi(\cdot) + \frac{1}{2}\| -u\|_2^2$ and parameter $\tau > 0$ corresponds to the gradient descent step. Proximal operators generalize the class of projectors onto convex sets to include standard image processing tools such as TV filtering and wavelet filters with soft-thresholding.

2.2. Compressed sensing reconstruction

In the subsampling case, there are many minimizers of the quadratic term and compressed sensing enables to identify the solution as the sparsest minimizer. This approach is distinct from regularization, which consists in finding the best trade-off between the fitting term and a given sparse penalty. However, it is possible to perform compressed sensing reconstruction by defining a set of weights: $A = \{\alpha_n | n = 1, \cdots, N\}$, such that the regularization strength is decreased at each iteration: $\alpha_1 \geq \cdots \geq \alpha_N = 0$, where $N$ is the total number of iterations. This strategy is known as “continuation” or “homotopy” in the convex optimization community [7]. It allowed for processing sparse structures over a non-sparse background when used with soft-background subtraction (SBS) operator [4].

2.3. Multiple sparse penalty dedicated to DSRA

We propose to constrain DSRA reconstruction with a sparse penalty $\chi(f)$ that is expressed as the combination of:

- a temporal component $\varphi_t(f)$: to mix background information from the contrast and the mask without losing vessel quantification, we apply the one-dimensional (1D) Haar wavelet transform $H_t$ to isolate the temporal component. In the case of DSRA, it simply captures the vascular structures that are filled by the contrast and contained in the subtracted volume $f_S = f_G - f_M$;
- a spatial component $\varphi_{xyz}(f)$: to remove streaks from the contrast volume and prevent the transfer of vessel-related information (including streaks) in the mask, we penalize both the mask and the contrast volumes $1$-norms.

Moreover, positivity of all three volumes $f_M, f_C$ and $f_S$ is ensured with the indicator function $\ell_+ (\cdot)$. Overall, the DSRA reconstruction problem is constrained with the following multiple sparse penalty:

$$\begin{align}
\chi(f) &= \varphi_{xyz}(f) + \varphi_t(f) \\
\varphi_{xyz}(f) &= \alpha_{xyz}\|f\|_1 + \ell_+(f) \\
\varphi_t(f) &= \alpha_t\|H_t f\|_1 + \ell_+(H_t f)
\end{align}$$

(3)

where $\alpha_{xyz}$ and $\alpha_t$ are regularization parameters such that $\alpha_{xyz}$ is linearly decreased to zero during the minimization process, while $\alpha_t$ is set to a fixed value. The proximal operator that is associated to the spatial term $\varphi_{xyz}(f)$ (respectively, the temporal term $\varphi_t(f)$) is simply the SBS operator with threshold $\alpha_{xyz}\tau$ (respectively $\alpha_t\tau$). The computation of the proximal operator associated to a multiple sparsity constraint of the form $\chi(f) = \sum_{k=1}^K \varphi_k(f)$ is handled by the Dykstra-like proximal algorithm [6]. An overview of its parallel implementation in pseudocode is given hereafter. The computation of $\text{prox}_{\tau\chi} f$ is integrated in the forward-backward algorithm given in eq.2 by setting input $u = f^{(n)} - \tau \nabla Q(f^{(n)})$ and output $f^{(n+1)} = \text{prox}(M+1)$.
3. RESULTS

We evaluated our approach on both simulated and clinical data. Intensities are given in positive Hounfield Unit (HU), i.e. air is 0 instead of -1000 HU. Reconstruction settings are as follows: iFBP algorithm was used with N = 20 iterations and a gradient step τ = 1. Note that the computation cost of an iFBP iteration is about twice that of FBP. For decreasing SBS, α(n)xyz was initialized at α(1)xyz equal to 95% of the maximum value of the filtered backprojection (FBP) reconstruction and linearly decreased to α(N)xyz = 0.

For our simulation, we used a 512 × 512 cerebral CT cross-section as mask image. We simulated the contrast image by adding to the mask synthetic disks that represent opacified arteries. The value of the simulated injected vessels varies from 2000 to 3000 HU, while soft tissue values (around 1000 HU) and bone values (around 2000 HU) are those of the original CT slice. We produced interleaved mask and contrast scans in parallel geometry with settings that fit DSRA routine, in which the C-arm system records projections at 30 frames/s during an approximately 200° rotation at 40°/s delivering 150 views in total. We compare the reconstruction quality of the background structures in Fig.2. Root mean square deviation (RMSD) between the reconstruction and the true mask image f over the J0 pixels of the background structures are also given to appreciate image quality in a quantitative manner: 

\[ d = \sqrt{\frac{1}{J_0} \sum_{j=1}^{J_0} (f_j - \tilde{f}_j)^2} \]. 

Standard reconstruction of the mask with a double sampling (300 views) is shown in Fig.2a as reference: its level of streaks is the lowest level that can be achieved with the approach we developed (d = 9 HU). Subsampled standard reconstruction (150 views) yields streak artifacts that, in particular, makes cerebral sulci visualization difficult, as shown in Fig.2b. This degradation was confirmed by an increased RMSD value d = 25 HU. The contrast image (see Fig.2c) presents additional streaks due to the injected vessels. Figure 2d displays mask reconstruction penalized by the temporal constraint ϕt(f) only, with weight αt = 5, which was the reconstruction method proposed by [2]. It allows for removing the background streaks and for recovering a background resolution similar to the reference one. Nevertheless, we notice that a small amount of the injected vessel intensity is transferred from the contrast to the mask (vessel marks). Vessel mark streaks affect the background similarly to vessel streaks – the deterioration is less important though (d = 15 HU). Streaks are especially visible near the skull bone on the right side of the image. Vessel marks and streaks are not visible anymore in Fig.2e that was produced with the multiple penalty χ(f). We measured d = 11 HU, which confirms the actual image quality improvement. True vessel intensity is recovered, which would not be the case if we simply computed the average reconstruction of the mask and the contrast volume. For all reconstructions, sparsity of the subtracted volume (not shown here) is preserved. We used αt = 0 rather than a low threshold to avoid both bias and vessel transfer from the contrast to the mask.

![Fig. 2. DSRA reconstruction from simulated data (HU range: 1020 to 1100). (a) Mask iFBP reconstruction with double sampling (300 views). (b) Mask iFBP reconstruction. (c) Contrast iFBP reconstruction. (d) Mask iFBP reconstruction penalized by ϕt(f) only, with αt = 5. (e) Mask iFBP reconstruction penalized by χ(f) with αt = 0](image)
less streaks than standard reconstruction. The resulting resolution improvement is best seen in the petrous part of the left temporal bone (right side of the slice, detail zoomed in Fig. 3b) that contains the inner ear: thin details such as tympanic cavity, canals, and sutures are more accurate. The observations are confirmed when computing the mean and standard deviation in a region of interest of 900 voxels within soft tissues, which gives $1308 \pm 243$ HU for the standard reconstruction and $1077 \pm 166$ HU for our reconstruction. This corresponds to a 20% Signal-to-Noise-Ratio (SNR) increase (6.5 vs. 5.4). Note that an SNR value of 10.0 ($1116 \pm 112$ HU) is found for the standard reconstruction with 150 views (not shown here).

Looking at the subtracted volume of Fig. 3c, we notice that even if our approach yields sparser structures than standard reconstruction, the whole volume is not very sparse, which limits the extension of the background structures where mask and contrast volumes can be mixed and sampling improved.

![Fig. 3. DSRA reconstruction from clinical data. First line: Mask iFDK reconstruction with spatial positivity constraint. Second line: Mask iFDK reconstruction penalized by $\chi(f)$ with $\alpha_t = 0$. (a) Axial slice (HU range: 250 to 5350). (b) Detail of the petrous part of the left temporal bone in (a). (c) Subtracted slice (HU range: -500 to 1500).](image)

### 4. DISCUSSION AND CONCLUSION

We proposed a novel multiple sparsity constraint that promotes both spatial and temporal sparsity of the data – by using the $\ell_1$-penalized iFBP scheme – for performing compressed sensing DSRA reconstruction. Our implementation relies on proximal splitting methods, which has proven to be a very efficient strategy for $\ell_1$-penalized minimization. The results that we obtained on both simulated and clinical data showed that our approach outperforms standard reconstruction in terms of background restoration and streak removal. Unlike reconstruction regularized by Total Variation (TV), which has been proven to be an efficient method to get rid of the streak artifacts and converges to a piecewise-constant approximation of the solution, our approach does not change image appearance. Moreover, this quality improvement is performed at a reasonable cost of 20 iterations and a small change in the acquisition protocol so that both scans sample interleaved angular positions. The small amount of iterations required to reach convergence let us think that it could be realistic to use such iterative algorithm in clinical practice.
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