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Abstract

The concept of femtocell access points underlaying exjstammunication infrastructure has
recently emerged as a key technology that can significantjyrove the coverage and performance
of next-generation wireless networks. In this paper, weppse a framework for macrocell-femtocell
cooperation under a closed access policy, in which a fertitoser may act as a relay for macrocell
users. In return, each cooperative macrocell user graattethtocell user a fraction of its superframe.
We formulate a coalitional game with macrocell and femtbesérs being the players, which can take
individual and distributed decisions on whether to coofgeoa not, while maximizing a utility function
that captures the cooperative gains, in terms of througlipdiielay. We show that the network can self-
organize into a partition composed of disjoint coalitiorfsiet constitutes theecursive coreof the game
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representing a key solution concept for coalition formatimmes in partition form. Simulation results
show that the proposed coalition formation algorithm ysetignificant gains in terms of average rate
per macrocell user, reaching up289%, relative to the non-cooperative case. Moreover, the mego
approach shows an improvement in terms of femtocell usate’ of up t021% when compared to the
traditional closed access policy.

Index terms: spectrum leasing; femtocell networks; coalitional gameotly; Device-to-Device (D2D);

cooperation; recursive core.
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. INTRODUCTION

The new shifts in wireless communication paradigms, thalriee energy-efficient commu-
nication, and the ever-increasing demands for ubiquitousless access and higher data rates
led to increased research tackling the problem of deplolgngcost, low power, femtocells. In
fact, the challenges of introducing femtocell access gdnmatve attracted an increased attention
from both academia as well as standardization bodies sutieabhird Generation Partnership
Program (3GPP). It is envisioned that by introducing smalls¢ i.e., femtocells, serviced
by dedicated femtocell access points, high quality indamrecage can be achieved without
any extra investments in network infrastructure, such adingdbase stations or deploying
advanced antenna systems. In addition, due to their altditgonnect to existing backhaul
networks (e.g., DSL), femtocells are an enabler for offlogdiraffic from existing wireless
systems (e.g., cellular networks) and, subsequently, ¢taayimprove both spectrum efficiency
and network capacity. As a result, two-tier femtocell nekgo which consist of a macrocell
network underlaid on femtocell access points (FAPs) areebeul to lie at the heart of emerging
wireless systems [1] [2]/ 3]/ [4]L]5].

The deployment of femtocells underlaid with an existing roaell wireless network is
accompanied with numerous technical challenges at diftéegels, such as spectrum allocation,
handover, interference management and access policy. &oss-tier interference standpoint,
orthogonal spectrum allocation can entirely eliminaterfgrence but is inefficient in terms of
spectrum utilization [6]. As a result, from a network operat perspective, deploying co-channel
femtocells is of great interest![7].][8]. Through co-chanogerations, femtocell access points
are able to reuse the spectral resources of the macroceibrieand, hence, improve the spectral
efficiency, especially when traffic loads are high. Howeweico-channel operations, cross-tier
(i.e., macro- to femtocell, and vice versa) as well as itiga{i.e., inter-femtocell) interference
can seriously degrade the system performance [9], [10].réferoto mitigate both types of
interference, a variety of decentralized solutions areviged in [11], [12], [13], [14], [15],
[16], [17], [18], [19] and can be divided in two categorieglfsorganization and cooperative
strategies. The former class includes non-cooperativdnamesms of adaptation to the operating
scenario and the interference environment, and deals witlhrdic spectrum occupation [20] ,
power control [18],[21] and interference cancelation! [28¢If-organization relies on context
awareness capabilities and the paradigm of learning thrdrigl-and-errors[[23],[[19],[[17].
Clearly, its key benefit is the scalability and the timelme$the solutions, since the intelligence
lies at the lower levels of the network architecture. Oneralitive approach is to leverage off
the cooperation for interference management as doné in [28], [25]. Nevertheless, both



self-organizing and cooperative solutions are associaiéd a cost or effort which can limit
their benefits and, therefore, obtaining an optimal apgrdacquite challenging. In two-tier
femtocell networks, different limitations can be witne$ss the mobile users’ side. On one
hand, macro users (MUES) are generally bandwidth limitedi auffer from low signal to noise
and interference ratios (SINRS), especially when locatddeacell boundary area. This is often
reflected by a large number of outage events and a consequeease in the user-plane delay.
On the other hand, femtocell access points (FAPS) are artarte limited, therefore, a cross-tier
cooperative scheme has to provide a benefit from differeglieanin essence, some of the main
open issues faced when designing cooperative schemesnitodell networks are:

« How can the cooperation among users belonging to diffeierd be modeled?
« What is the price for cooperation and when is cooperatioreti@al?
« How to provide incentives to encourage cooperation?

In femtocell deployment, three main access control pdiéoe femtocells can be recognized
[26]: closed, open, and hybrid. In the closed access pofawytocell subscribers constitute
the closed subscribers group (CSG) and are the only oneseallto connect to the belonging
femtocell. In the open access policy, non-subscribers fsya@nnect to any femtocell, without
any restriction. Lastly, in hybrid access policies, nobssribers may connect to a femtocell
only under particular circumstances, depending on theuresoavailability. One promising
approach for cross-tier interference management is tolergien or hybrid access policies
at the femtocells, so that the effects of macro- to femtoceéirference is reduced as shown
in [27], [28], for open access. A general introduction on thsues of coexistence between
macrocells and femtocells is provided in [25], [7], in whitte authors present various practical
scenarios. Alternatively, the MBS can coordinate or direatn operations at the FAP by means
of information exchange over the X2 interface or throughferatocell gateway [29]. However,
in large networks, the computational effort resulting frdinis procedure at the MBS can be
high as it requires excessive traffic on the control chandehce, there is a need to develop
cooperative strategies at the FAP level as it has been pedpascently in [[30], [[31], [[32].
A novel form of distributed compress-and forward schemeéhwidécoder side information is
studied in [33] while further mechanisms of cooperationénh&een studied in the context of
providing a reliable backhaul to the FAPs such adin [34].

The main contribution of this paper is to propose, within tdoaitext of wireless femtocell
networks, a framework for macrocell-femtocell coopenmatichich allows to alleviate the uplink
interference at the FAP and reduce the transmission deldlyeatnacrouser. Unlike existing
network architectures, we propose a model in which macroleelusers are granted femtocell



access using a device-to-device (D2D) linkI[35] that ermfifeem to communicate with a
femtocell user (FUE) that, in a second phase, acts as a retapdcrocell traffic. In essence,
whenever an MUE and an FUE cooperate, the MUE forwards itstoaffic to the FUE which,
in turn, combines the MUE's traffic with its own data and relay to its serving FAP. This
proposed concept allows the MUESs to explore nearby fenmi®bglcooperating with the FUES,
even when the FAPs adopt a closed-access policy and havetadiooverage area. Clearly,
this scheme is beneficial for any MUE, located at the cell llauy area, that is suffering a low
performance at its serving MBS and which is unable to contecearby FAP due to closed-
access policy or limited FAP coverage. Therefore, the mafi® behind the proposed approach
is to capture an important mutual benefit in co-channel fesitmetworks. On the one hand,
in such underlay femtocell network, the availability of tepectral resources depends on the
utilization of the macrocell tier, which is performed witltacross-tier coordination. As a result,
the number of users (both FUEs and guest MUES) is ultimatelgdd by the FAP is ultimately
limited by the interference produced by the MUEs. On the otiend, the performance of
MUEs located at a cell edge is essentially limited by the excble SINR and large delays
result from numerous outage events. In this respect, MUBSFUES have a mutual benefit to
cooperate using the proposed approach in order to imprewegarformance and overcome their
limitations. For instance, one of the main benefits of thgoppsed scheme is the possibility of
separating in time uplink transmissions from cooperatingBvand FUE, allowing for cross-tier
interference avoidance at the FAP's side. In other wordsMbJE exclusively grants the helping
FUE a portion of its superframe to transmit in exchange farpewation [[36]. Establishing a
D2D link between the MUE and the FUE comes with a number of athges, notably due to
the low transmit range. In detail, when MUEs and FUEs areegldsis possible to leverage
D2D communication at high rates. Clearly, the low transraitige also implies low average
transmit power, which allows energy savings at the MUE dMeteover, a direct link between
MUEs and FUEs can also lead to the introduction of novel sesviand application which
require a direct link between MUEs and FUEs. Therefore, is plaper, we introduce a holistic
approach in which we study cross-tier cooperation in a nw@tkdemtocell network accounting
for delay, power constraints, and optimization of the reiay mechanism. In summary, our
key contributions are the following:

« We design a framework for macro-femto cooperation in which eénd user benefit is

quantified in terms of both throughput and delay.
« We tackle the macro-femto coexistence using a cooperativeegheoretical approach, by
formulating a coalitional game in which MUEs and FUEs are players. We show that



the game is in partition form as it takes into account theresteinterference between the
formed coalitions.

« A distributed coalition formation algorithm is proposedahgh which MUEs and FUEs
self-organize to reach the recursive core of the game.

« Within each coalition we apply a generalized optimizatiGgoathm so as to maximize the
FUESs revenue, by adequately partitioning the availabledtgame and setting the transmit
power for serving the MUEs in the coalition.

The proposed approach enables the MUEs and femtocellsftorgahize and jointly establish

a D2D link with a FUE, which will access the core network thghuan FAP access. These
operations rely on self-organizing capabilities at the BWad MUEs and minimally involve
the MBS, since it not notified until the players are actuatipgerating. Moreover, the proposed
approach is independent of the access policy in use at theskh? and could be applied even
when the latter adopts a closed-access policy (or when d@rigested in open access mode, or its
maximum allowable MUEs is reached in hybrid access modejtefy level simulations show
that the proposed coalition formation algorithm yieldsn#igant gains, in terms of average
rate per MUE, reaching up t205% compared to the non-cooperative case, for a network with
N = 200 femtocells.

The rest of this paper is organized as follows. In Sedtibwé describe the considered system
model and analyze the limitations of the non-cooperativer@gch. In Section Ill we model
the macro-femto cooperation as a coalitional game and sksits! properties. In Section IV, we
describe how to optimize the main parameters in the game anwlde a distributed algorithm
for coalition formation. Simulation results are discussedection V and finally conclusions
are drawn in Section VI.

[I. SYSTEM MODEL

Consider thauplink direction of an Orthogonal Frequency Division Multiple Ass (OFDMA)
macrocell network (e.g., an LTE-Advanced or WIMAX macrdceh which N FAPs are
deployed. These FAPs are underlaid to the macrocell fre;yuspectrum, and, within the
femtocell tier, neighboring FAPs are allocated over orthag frequency subchanr@lsl_et
N={1,....,n,...,N}andM = {1,...,m,..., M} denote, respectively, the sets of all FAPs
and MUEs in the network. Every FAR € N servesL, FUEs. Letl, = {1,...,l,...,L,}
denote the set of FUEs served by an FAR V.

"We assume that upon startup each femtocell senses thewspeatcupation of the adjacent FAPs and, based on that, it
occupies a disjoint set of subchannels, thus, avoidingfarence from the FAPs in proximity [13]. [10]. 19, [1L7].



The packet generation process at each MUE-MBS link is madake an M/D/1 queuing
systerﬁ, in which packets of constant size are generated using adtoarival process with an
average arrival rate of,,, in bits/s. Similarly, the link between FUEand its belonging FAP
is modeled as an M/D/1 queuing system with Poisson arrival ®d)\,;. In the non cooperative
approach, the MBS offers MUk a link transmission capacity (measured in bits/s) of:
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whereB is the bandwidth of a subchannél,, o|” is the channel gain between MUE and the
MBS denoted by subscript P, is the power used at MUR, ®) is the set of FUEs operating
on the same subchannel as MUWE |H170|2 is the channel gain between FUENd the MBS,
P, is the power used at FUEand ¢? is the noise variance of the symmetric additive white
Gaussian noise (AWGN). The quality of the signal receivedhat MBS is generally limited
by the signal strength, since the MUE-MBS link is often in nlare-of-sight (NLOS) and
corrupted by the channel fluctuations and interference fRES. In contrast, the femtocell
coverage is characterized by higher signal to noise raéisulting from the shorter distance
between FUE and FAP, and more favorable channel conditidosever, due to the nature
of underlay spectrum access, FAPs are limited by the im@mte from nearby MUEs and by
capacity in terms of number of available spectral resourdgsa matter of fact, each FAR
provides a generic FUE< £, with a link transmission capacity of :
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where B is the bandwidth of one assigned subchani#l,,|” is the channel gain between
FUE ! € £, and its belonging FAR:, & C M is the set of MUEs operating on the same
subchannel as FUEc L,, |Hm,n|2 is the channel gain between MUk and FAPn. One of
the aims of this work is to evaluate the effects of crossitigrference, thus, the transmission
capacity in [(2) only accounts for the interfering MUEs. Howe the proposed solution can
still be applied with some modifications whether a centratlistributed frequency planning is
adopted.

The probability of successful transmission can be compasetthe probability of maintaining

the SINR above a target leve), and~,, respectively for a MUE or a FUE, and expressed as:
20ther queue types, e.g., M/G/1 can be considered, with@st ¢6 generality.
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To reduce the outage in MUE-MBS transmissions, a Hybrid Awdtc-Repeat-ReQuest

protocol with Chase Combining (HARQ-CC) is employed at thedium access control layer
[37]. In this scheme, erroneous packets at the destinatierpeeserved so that they can be

soft-combined with retransmitted ones. In general, thiscedure, carried out at the MUE
side, is highly costly since the MUE has to spend additiormalgr for packet retransmission.
Consequently, the effective input traffic, from an MUE m, accounting for a maximum ab
retransmissions is:

D
Am = Am Y _ Pty(1— Pty,)*" " (4)
d=1

We consider M/D/1 queueing delay for the MUEs< M, and thus the average waiting time
can be expressed by Little's law _[38] as:

DNC — Am — (5)
20 (i = Am)

Note that once a transmission on a MUE-MBS link drops due towdage event, it is reiterated

up to D times (otherwise dropped), and the increased congestimesented in[{4) produces

an average higher delay at the end user, as expressed in (5).

IIl. FEMTOCELL COOPERATION AS ACOALITIONAL GAME IN PARTITION FORM

In this section, we formulate the problem of cooperationweein FUEs and MUEs as a
coalitional game in partition form, whose solution is thecept of the recursive core. The aim
of the proposed cooperative approach is to minimize theyddlthe MUE transmissions through
FUE assisted traffic relay, considering bandwidth exchaasya mechanism of reimbursement
for the cooperating FUEs.

In existing wireless networks, FUEs and MUEs are typicatlyexiuled independently, regard-
less of the access policy used at the FAP side. However, jeetokes of the FAPs and the MUESs
are intertwined from different viewpoints. At the FAP sidiégh interference level can be due to
MUESs operating over the same subchannel which, conseguantts the achievable rates. At
the MUE side, poor signal strength reception may result igh humber of retransmissions and,



hence, higher delays. To overcome this, we propose that tgicamsmissions, an MUE might
deliver its packets to the core network by means of FUE a@mgelay terminal. In this case, at
each relay FUE, the incoming packets are stored and traeshiit a First-In First-Out (FIFO)
fashion on the access line through its own FAP. We model ealely FUE as a M/D/1 queue
and use the Kleinrock independence approximation [39].tkerelay FUE, cooperation incurs
significant costs in terms of delay and spectral resourdese she FUE relays the combined
traffic \, over its originally assigned subchannels. Therefore ri¢ésonable to assume that FUES
will willingly bear the cooperation cost only upon a reimbement from the serviced MUEs. We
propose that, upon cooperation, the MUE autonomously dedsa fractiomr (0 < o < 1) of its
own superframe to the serving FUEALt the relay FUE!, the portiona is further decomposed
into two subslots according to a paramefiex 5, < 1. The first subslotj; is dedicated to
relay MUE's traffic. The second subslot of duratiafil — j;) represents a reward for the FUE
granted by the serviced MUE, and it is used by the FUE for trattsg its own traffic. This
method is known in the literature as spectrum leasing [36bamdwidth exchange [40] and
it represents a natural choice for such kind of incentive matsms. The above approach is
applied to MUEs with one assigned subchannel, neverthetessuld be extended to the case
of multiple assigned subchannels with some modificatioteémegotiating phase. In that case,
the relay FUE should be initially informed on the subchasriek MUE can potentially lease.
Then, the FUE would communicate its preference, accordirthe highest gain it can achieve,
for a givena and j;.

It is worth emphasizing that the proposed solution coult be applied in conjunction
with an open, hybrid or closed access policy. Moreover, Mt#agmissions would not require
additional spectral resources, as the entire proposedrecioperates without changing the
original spectrum allocation in both the femtocell and thacnocell tiers (since it occurs on a
D2D link). Figure[1 illustrates the considered scenario parad to the traditional transmission
paradigm.

Note that, this concept solution allows to align and segaratime the transmissions allowing
to avoid interference at the FAP from the MUEs within the daal. In order to do that, we
assume that operations are synchronized at the systemtieweigh IP based synchronization
techniques such as IEEE 1588 [41] in standard or enhanced for order to increase their
throughput and reduce MUE-to-FAP interference, the FAR& lam incentive to cooperate and
relay the MUESs" traffic. In this respect, FUEs may decide twise a group of MUESs, and thus
form a coalitionS; in which transmissions from FUE and MUEs within the same coalition
are separated in time. The proposed cooperation schemecam@odate any relaying scheme
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Fig. 1. A concept model of the proposed solution comparedhéotitaditional non-cooperative approach.

such as decode-and-forward or compress-and-forward shdmthis work, we use a decode-
and-forward relay scheme, assuming that a packet is sdultgs®ceived if the respective
SINR satisfies the conditions ifil(3). Finally, the achieeakérvice rates for MUEs and FUEs
in the cooperative approach become:

{ G, ) = min{(1—a)pk, afufl}, ©
i (a, ) = a(l — B)uf,
with, ,
pire = log (1 + W) 7)
2
uit = log (1 + [ Hin|” P ) (8)
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where|H,,|* denotes the channel gain of the relay link from MWEc S, and FUEL. Note
that the factor{1 — «) in the first term of [(B) is due to the fraction of superframegmed by
the D2D transmission, while the second facto#, accounts for the fraction occupied by the
forward transmission by the FUE. Due to the fact that MUEsaaiginally assigned orthogonal
subchannels, the first hop of the relay transmission is rfeti&fd by interference. Moreover,
note that by separating the transmissions from MUE and FUBinvthe superframe, the FUE



forward transmissions are affected only by interferencenfmon cooperative MUES, outside
the coalition. At this point, since the FUE may have to trasnmdependent packets of its own,
the input traffic generation (or the packet arrival at thewguef the FAP) has to account for the
packets generated at the FUE and at the MUEs for which the F&JEdaying. Consequently,
the effective traffic\, generated by FUE, accounting for the retransmissions becomes:

D

A = ()\l + Z S\m) ZPtz(l — Pt;)4 (9)
meSs; d=1
where D is the maximum number of retransmissions before the pasketappedPt, and \,,
are computed as inl(3),1(4) considering that the SINR thig tiefers to the FUE-FAP link and
using the Kleinrock approximation to combine traffic artivates from queues in sequence.
We model every D2D link as a M/D/1 queue system and inve&itjat average delay incurred
per serviced MUE. For a given MUk served by FUH, we express the average delay as:

DE = Am (10)
" 2B (= M)

It is important to underline that, to guarantee the stabitif the queues, for any MUEn
serviced by a FUE in the network, the following condition mhseld:

A < plt. (11)

In the event where this condition is violated, the systemoissaered unstable and the delay
is considered as infinite. In this regard, the analysis piteskein the remainder of this paper
will take into account this condition and its impact on thaltton formation process (as seen
later, a coalition where\,, > p2 will never form). Having considered this, we now define
A = Yes Am gy Pt(1 — Pt)™! and Df = W as the delay at the FUE for

transmitting the traffic of the MUES’ in the coalition. Fihglwe can compute the average
delay for an MUE as a sum over the MUE-FUE and FUE-FAP hops, as:

D¢ = DE + Df. (12)

We assume that the relay FUE performs half-duplex opersitioa., they first receive the
MUE's packets in a transmission window widé— «) in the subchannel originally utilized at
the MUE. Successively, each FUE forwards the MUE's packethe next transmission window
wide (o) in a FIFO policy. We further foresee that, once the packetsfarwarded towards
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the core network, they can be traced back to the originalcgoby means of a small packet
header which include the mobile user ID.

A. Coalitional Game Concepts

Coalitional games involve a set of players, who seek to foomperative groups, i.e., coali-
tions, in order to improve their performance or gains. A ttmadal game is defined by a set of
players, i.e., the decision makers seeking to cooperataandlitional value(which is either a
function or a set of vectors) which quantifies the worth of alitimn in a game, i.e., the overall
benefit achieved by the coalition. Classical coalitionailgpems are typically modeled in the
characteristic form, in which the utility of a coalition i®naffected by the formation of other
distinct coalitions [[42], [[483], [[44]. In contrast, for cd@bnal games inpartition form [44],
the value of any coalition strongly depends on how the pkyeitside S, have organized
themselves, i.e., which coalitions they formed. Althougfaltional games in partition form
are inherently complex to solve, they capture realistierttbalition effects that arise in many
problems, notably in wireless and communication netwolrkghis context, finding an optimal
solution for games in partition form is a challenging task @ currently a topic of high interest
in game theory([42],[145],.146], 147]/144] (and referencémtein).

In this section, we mathematically model the problem of roeel-femtocell cooperation as
a coalitional game with the FUEs and MUEs being the playergadrticular, having defined
U =MU {U,cnLs} as the set of the players in the proposed game, the rate artkkig
achieved by the members of any coaliti6h C ¥ that forms in the network is affected by
the cooperative behavior of the users outsilei.e., FUEs and MUEs inl' \ S;, and thus, we
remark the following:

Remark 1: The proposed gamgl, U) is in partition form.

This property stems mainly from two reasons. First, under nbn cooperative approach,
MUEs fully utilize the assigned superframe and, hence,stranfor its whole duration. In
conseqguence, non-cooperative FUEs and MUEs allocatedtioweszame subchannel can collide
for the whole transmission duration. In contrast, when anBVidnid an FUE belong to the same
coalition, the MUE transmits for a fractiofl — «), while the remaining fraction is granted
at the FUE in exchange for relaying, hence avoiding coltisibetween coalitional members.
Second, cooperating MUESs transmit over a D2D link which @alty established and has a low
transmission range. Therefore, when cooperating, thermdrpower at the MUESs are sensibly
lower when compared to the non-cooperative scheme and tieeqgoent level of interference
suffered at the FAPs outside the coalition is generally los a result, the performance of a
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coalition depends on the partition of the netwdkk (I1y is a partition of¥). We will henceforth
include this dependence in the definition of the achievahate in [) : uf (a, 5, I1y), where
i € {m,l} (i.e., MUE or FUE). Given this property, one suitable franoekvfor modeling
the macrocell-femtocell cooperation is that of a coaliélbogame inpartition form with non
transferable utilitywhich is defined as follows [43]:

Definition 1: A coalitional game inpartition form with non transferableutility (NTU) is
defined by a pai(¥,U) where ¥ is the set of players (i.e., MUEs and FUESs), didis a
mapping such that for every coalitigh C ¥, U(S;,I1y) is a closed convex subset Bf%! that
contains the payoff vectors that playersSncan achieve.

As discussed in the previous section, it is clear that MUESRIDES have a strong incentive
to cooperate to improve their performance using advancekdnigues such as relaying and
spectrum leasing. Since MUEs and FUEs exhibit a tradeoféen the achievable throughput
and the transmission delay, we use a suitable metric to dfyéme benefit of cooperation defined
as power of the network. Indeed, the power is defined as the ratio ofimam achievable
throughput and delay (or a power of the deldy)l[39].] [48].][4Bhus, given a coalitionS;,
composed by a set 96;| — 1 MUEs and a serving relay FUE we define a mapping function
U(S;,I1y) as:

:uzc(av 5% H‘lf)é

U(Sl, H\p) = {w S RIS ‘«Tz(SbH\Il) = DC(1_5) )

Vi e Sl}, (13)

where§ € (0,1) is a transmission capacity-delay tradeoff parameter toehtite service
tolerance to the delay. The g€tS;, I1y) is asingleton seind, hence, closed and convex. Note
that, the player’s payoff denoted hy(S;, I1y) directly refers to a ratio between the achievable
throughput and the average delay for play&n coalition S; and quantifies the benefit bking

a memberof the coalition. In consequence, the gafde U) is an NTU game in partition form
and, within each coalition, the utility of the players is wwgally assigned.

B. Recursive core

In order to solve the proposed coalition formation game intifi@n form, we will use
the concept of aecursive coreas introduced in[[50] and further investigated In|[51],1[52]
[53]. The recursive core is one of the key solution conceptscbalitional games that have
dependence on externalities, i.e., in partition form. Daoethlte challenging aspect of NTU
games in partition form, as discussed [in![51],1[52],/[53] tkeursive core is often defined for
games with transferable utility where the benefit of a cmaliits captured by a real function
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rather than a mapping. By exploring the fact that, for thepps®d game, as seen [n}(13) is a
singleton setthen we can define an adjunct coalitional gafiiev) in which we use, for any
coalition S;, the following function over the real line (i.e., similar games with transferable
utility) which represents the sum of the users’ payoffs:

E'ﬂ z; (S, Iy), if [S)] > landa >0,

0, otherwise,

’U(Sl,H\p) = { (14)

as thevalue of the gameThen, for every coalition achieving (14), the individualypoffs of
the users are given uniquely by the mappinglinl (13). By doimgwe are able to exploit the
recursive core as a solution concept for the original géaid/) by solving the gamé W, v)
while restricting the transfer of payoffs to be according to the unique mappin@3).

Further, given two payoff vectors,y € RI¥l, we letx >g, y if 2; >y, for all i € S, and
for at least onej € S; x; > y;. We also define amutcomeas couple X, I1y), wherex is a
payoff vector resulting from a partitiofly . Further, let2(¥, v) denote a set of all the possible
outcomes ofl.

Essentially, the recursive core is a natural generalinatfothe well-knowncore solutionfor
games in characteristic form, to games with externalities, in partition form[[50, Lemma 10].
In fact, when applied to a game in characteristic functioomfothe recursive core coincides
with the original characteristic form corée [42]. The reduescore is a suitable outcome of a
coalition formation process that takes into account edéres across coalitions, which, in the
considered game, are represented by effects of mutuafaréece between coalitions. Before
delving into the definition of the recursive core, we needntooduce the concept of residual
game

Definition 2: A residual game(R, v) is a coalitional game in partition form defined on a
set of playersR, after the players inl \ R have already organized themselves in a certain
partition. These players that are outsiReare calleddeviators while the players inR are
calledresiduals
Consider a coalitional gamel, v) and letS; be a certain coalition of deviators. Then, let
R = W\ S, denote the set of residual players. The residual géRwe) is defined as a game
in partition form over the seR. Clearly, a residual game is still in partition form and ithca
be solved as an independent game, regardless of how it wasaged as discussed in_[50].
To better present this concept, we will provide an intuitisgoduction. For instance, when
some deviators reject an existing partition and decide dogemnize themselves into a different
partition, their decisions will, in general, affect the pé#yof the residual players. As a result,
the residual players for a new game that is part of the origiame (e.g., the game over the
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whole setV), but with a certain part of the partition (composed by di&ris) already fixed. In
consequence, one of the main attractive properties of dualsgame is its consistency as well
as the possibility of dividing any coalitional game in p@oin form into a number of residual
games which, in essence, are easier to solve. In fact, ang gamartition form can be seen
as a collection of residual games, and each one of those caalzd as if it was the original
one. The solution of a residual game is knowrtles residual corevhich is defined as follows:

Definition 3: Theresidual coreof a residual gaméR, v) is a set of possible game outcomes,
i.e., partitions ofR that can be formed.

One can see that given any coalitional gafie v), residual games are smaller than the
original one and therefore computationally easier to ar@liven any coalitional gam@, v),
the recursive core solution can be found by recursivelyiptayesidual games, which, in fact,
yields the following definition as per [50, Definition 2]:

Definition 4: The recursive coreof a coalitional gaméW, v) is inductively defined in four
main steps:

1) Trivial Partition. Let (¥, v) be a coalitional game. The recursive core of a coalitioaahg
wherew=M U L,, is composed by the only outcome with the trivial partitiormpmwsed
by the single playei: C({i},v) = (v(i), 7).

2) Inductive AssumptiarProceeding recursively, consider a larger network anghcse the
recursive core”' (R, v) for each game with at mo$¥| — 1 players has been defined. Now,
we define the assumptiaf(R, v) about the gaméR, v) as follows: A(R,v) = C(R,v),
if C(R,v)#0; A(R,v) =Q(R,v), otherwise.

3) Dominance An outcome(x, I1y) is dominatedvia a coalitions; if for at least one
Yors, ns,) € A(W\ S;,v) there exists an outcoméys,, Yo s, )s s, Ulluys,) € (¥, 0)
such that(yg,, Yg\s5,) >s, X-

4) Core GenerationThe recursive core of a game pF| players is the set of undominated
outcomes and we denote it ly(\V, v).

Note that, in Definitiori 4, the concept of dominance in stepnBerently captures the fact
that the value of a coalition depends on the belonging pamtitHence, it can be expressed
in the following way: given a current partitiofly and the respective payoff vector, an
undominated coalitions; represents a deviation frofly in such a way that the resulting
outcome((Ys,, Yo s, ), Is, UTlws,) is more rewarding for the players 6f, compared tox.

Since a partition uniquely determines the payoffs of allpkeyers in the game, the recursive
core can be seen as a set of partitions that allow the plagesgytinize in a way that provides
them with the highest payoff. It is important to underlinattthe recursive core is achieved by
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verifying relevant properties aofationality, well-definition and efficiencgs discussed in_[50].
In detail, with rationality it is intended that players never choose an inferior (i.emithated)
strategy, therefore, they always pursue a profitable glyaf€he recursive core is alswell-
definedbecause when it exists, its solution is unique. Furthermeffeeiencyis a consequence
of the fact that there is no preferred in the set composed éydbursive core, and thus, all the
included partitions are equivalent in terms of individualypff.

Given these properties, once a partition in the recursive takes place, the players have no
incentive to abandon it, because any deviation would bendetital. As a result, a partition in
the recursive core is alsstablesince it is a partition which ensures the highest possibj@fba
for each one of the players who have no incentive to leavepdistion.

Similar to many game theoretic concepts such as the core eoN#sh equilibrium, the
existence of a recursive core for a coalitional game is a &syd. In[[50], the author shows that
the existence of the recursive core requia¢deast one residual coréand not all of them) to
be nonempty. In particular, this means that at least a sulfgbe players in the network must
have defined a preference on how to organize themselveshaw. to partition the network.
Moreover, an empty residual core reflects a case in which tagers of the corresponding
residual game do not identify any preferred network partitior in our proposed cooperation
scenario, can equivalently choose between cooperatingtor n

Therefore, for the proposed coalitional game, the empdinéa residual core does not happen
and this can be justified as follows. As per Definitidn 4, theursive core is evaluated through
a sequence of residual games over subsets of players (LHEsMnd FUESs, in our case) in the
network. When a given residual core is empty, it is still polgsto solve a larger game which
contains this as a residual game, in a nested fashion. Héreexistence of the recursive core
is in fact guaranteed as long as one can find at least one atsidre that is nonempty. Thus,
the recursive core is a solution concept that exists for amgegin partition form, unless all the
residual cores are empty.

In practice, for the proposed coalitional game, the casehichvall residual cores (and, thus,
the recursive core) are empty is unlikely to emerge. As aenait fact, this would represent a
network in which any partition of mobile usersesgually likelyto form. In a practical wireless
network, this would imply that the MUEs and FUEs are indifer (i.e., achieve the same
payoff) between states in which they are actually suppmngssiterference and relaying their
transmissions (e.g., cooperatively using a D2D link withFJE) and states in which they are
actually suffering from this interference and transmgtio the MBS.

In a nutshell, for the proposed coalitional game, one canthiseconcept of residual cores
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in order to find a partition in the recursive core, i.e., a lgand efficient partition, as will be
further described in the next section.

C. Distributed implementation of the Recursive core

Once a coalitionS; has formed, the FUE optimizes its own payoff by deciding upgf and
the transmit power. At the FUEs side, relaying traffic for & e MUES incurs a cost that
must be taken into account by the FUE before making any catipardecision. In this paper,
we consider a cost in terms of the transmit power that each §p#ads to transmit for MUES
within the same coalition. Namely, a FUE sperzﬁgiB}(R) to relay MUEs traffic and1 —51)sz
for its own transmissions, while the overall transmit povwgelimited by P,,.. as:

ﬁlf)l(R) + (1 - 5l>f)l(T) < Pmam- (15)

Leased spectrum and transmit power can be finely tuned irr tod@aximize the payoff of
each member in the coalition. Accordingly, after a coatfitivas formed, given a value af,
FUE! € L, jointly optimizes the transmit power and the parameieby solving the following
problem:

max x;(.5;, 11 16
6“135 (S1, ILy) (16)
st. 0<a, B <L B + (1= B)P" < Pra. (17)

Mainly, the FUE is fed back with the estimated aggregatedriatence from the MUEsn
outside the coalition (and included 1), which can be either measured by its own belonging
FAP, or extimated by considering the MUEs in the proximit}. [fhe problem in[(16) can be
solved using well known optimization techniques such aseha [54].

To reach a partition in the recursive core, the player@inse Algorithm[1. This algorithm
is composed mainly of three phases: Interferer discovegyrsive core coalition formation,
and coalition-level cooperative transmission. Initiatlye network is partitioned by¥| single-
ton coalitions (i.e., non-cooperating mobile users). ThBSViperiodically requests Received
Signal Strength Indicators (RSSIs) measurements from itHEEMto identify the presence of
femtocells which might cooperatively provide higher thgbput and lower delays through D2D
communication. A similar measurement campaign is carrigdad the FUE, as requested by
the respective FAP. Successively, for each of the potentalitional partners, the potential
payoffs in [1B) are computed, considering the mechanisnspeftrum leasing captured i (6).
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Algorithm 1 Distributed coalition formation algorithm for uplink inference management in two-tier femtocell

networks
Initial State: The network is partitioned byly = M U £,, with non-cooperative MUEs and FUEs.

repeat

Phase | - Interferer Discovery

a) Through RSSI measurements, each FUE detects nearby Midfig on the same subchannel, and vice versa.

b) For each of the occupied subchannels, each FUE sorts téréeiiing MUEs from the stronger to the weaker.

c¢) Based on the measured RSSIs, each MWEn ¥ sorts the sensed FUEs from the supposedly closer to thesfarth

Phase Il - Coalition Formation

for all mutually interfering MUEs and FUEs i do

a) Each MUE and FUE sequentially engages in pairwise negwotgawith the strongest discovered interferer, to idgntif
potential coalition partners.

b) Each MUE and FUE inb estimates the achieved rate and delay and computes ity utiliS, ITs) as in [13).

¢) FUEs and MUEs engage in a coalition formation which erstine maximum payoff.

end for
until any further growth of the coalition does not result in a p&yfhancement of at least one playar decreases the
other coalitional members’ payoffs.
Outcome of this phase:Convergence to a stable partition in the recursive core.

Phase 1l - Spectrum Leasing and Cooperative Transmission

a) Within each coalition, the MUEs notify the serving MBSdasonnect to the serving FUE through the D2D operations

described in Sectiop ]Il
b) Each FUEl € S, optimizes its payoff by balancing the transmit power andtthesmission windows; by solving

the optimization problem if_(16).

Ultimately, each MUE or FUE sends a request for cooperatioitstcounterpart which ensures
the highest payoff. If both MUEs and FUEs mutually approwe¢boperation request, they form
a coalition, set up a D2D connection and the MUE acknowledgddBS about the established
connection. Even during the D2D transmission, the MUE$ stdintain a connection to the
radio resource control of its original MBS. Being limited Inyterference, the most eligible
partners for FUEs are dominant interfering MUESs, while,eviersa for a MUE, the higher
utilities are granted by FUE in the vicinity or experienciggod channel gains. The recursive
core is reached by considering that only the payoff-maximgizoalitions are formed. Clearly,
this algorithm is distributed since the FUEs and MUESs caee thlkir individual decisions to join
or leave a coalition, while, ultimately reaching a stabléigian, i.e., a partition where players
have no incentive to leave the belonging coalition. Thoablstcoalitions are in the recursive
core at the end of the second stage of the algorithm. Finalge the coalitions have formed,
the members of each coalition proceed to construct a D2D dimit perform the operations
described in Section_lll. As a result, intra-coalition udiinterference at the respective FAPs
is suppressed and the MUEs achieve lower delays.
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The proposed distributed solution significantly reducesititrisic complexity of the coalition
formation problem as it leverages on the formulation of sadlgames among mutual interferers
within transmit range, which reduces the search space. dtereas per stegb) in Phase I,
since the dominant interferers are the most eligible to {ben FUE’s coalition, they are sorted
by descending values of the estimated interference theglupe and processed accordingly,
which further reduces the number of algorithm iterations.

With regards to the convergence of Algoritith 1, note that lthetation on the cost for
cooperation as pdr5) limits the number of potential coalitional partners andisththe number
of combination that the algorithm has to evaluate. Moredwerchoosing the coalitional partners
from an ordered list of interfering MUES, the resulting FYEayoff is non decreasing after
each iteration of the algorithm. Finally, Algorithinh 1 temates at the first iteration, in which an
FUE cannot further increase its payoff without being degmtal for the other coalition partners.
Therefore, by cooperatively solving the strongest interiee, the FUEs achieve the maximum
achievable payoff, and, therefore, have no incentivesdalbaway from the belonging coalitions
since it would lead to lower payoffs. Thus, the formed caaiis represent a stable network
partition which lies in the recursive core.

The proposed Algorithiil 1 converges to a stable partitiorctvis undominated as per Defini-
tion[4. Although the recursive core might include more thae andominated partition, they are
all equivalent, in the sense that they provide the same geeytayer’s payoff. Furthermore, due
to the concept of dominance since a deviation occurs onhartdsvcoalition which guarantees
a strictly higher payoff, as per step 3) in Definitioh 4, a glaiMUE or FUE has no incentive
to deviate towards equivalent partitions in the recursmecas they provide equivalent average
payoffs.

V. SIMULATION RESULTS AND ANALYSIS

For system-level simulations, we consider a single hexalgmacrocell with a radius of Km
within which N FAPs are underlaid witdl/ MUEs. Each FAPn € N servesL, = 1 FUE
scheduled over orthogonal subchannel, adopting a closssssaipolicy. We set the maximum
transmit power at MUEs and FUEs 18,,,., = 20 dBm, which includes both the power for the
serviced MUE’s and its own transmissions as[inl (15). Trassimns are affected by distance
dependent path loss shadowing according to the 3GPP spéoifis [55]. For both femto users
and MUEs, we assume that power control fully compensatethéopath loss. Moreover, a wall
loss attenuation of2 dB affects MUE-to-FUE transmissions. The considered nwatrtiass00
available subcarriers, each one having a bandwidth8ofKHz, and dedicates one OFDMA
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TABLE |
SYSTEM PARAMETERS

Macrocell radius 1Km Max TX power at MUE and FUEP;, 4 20 dBm
Femtocell radius() 10-50m Max number of retransmission®j 4
Carrier frequency 2.0 GHz Forbidden drop radius (femto) 0.2m
Number of FAPs 1- 360 Total Bandwidth 100 MHz
Number of FUEs per femtocell 1 Subcarrier BandwidthB 180 kHz
Number of MUEs per macrocell 1- 500 Thermal Noise Density -174 dBm/Hz
Input traffic macro:\,, (femto: \;) 150 Kbps Path Loss Model [dB] (indoor) 37 + 301log;o(d[m])
Min required SINR at the MBSy, (FAP:~;) |10 dB (15 dB) Path Loss Model [dB] (outdoor) 15.3 4+ 37.6log o (d[m])
FAP antenna gain 0 dBi External wall penetration loss 12dB
Forbidden drop radius (macro) 50m Lognormal shadowing st. deviation 10 dB
Number of antennas at the MBS (FAP) 1(1) Shadowing correlation between FAPS 0

subchannel to each transmissions. As a matter of fact, rasgignultiple subchannels to an
MUE would extend the produced interference to more than @& &nd lead to the formation

of overlapping coalitions. However, performing coalitiormation with multiple membership

yields a combinatorial complexity order due to the need fistridhuting the capabilities of a

user among multiple coalitions. Thus, assigning one sub¢laenables the formation of disjoint
coalitions and optimizes the tradeoff between benefits fcowperation and the accompanying
complexity [42], [56]. Further simulation parameters areliided in Tabl€ll. To leverage channel
variations, statistical results are averagedl60600 simulation rounds.

In Fig.[2, we show a snapshot of a femtocell network resulfingh the proposed coalition
formation algorithm withN = 200 FAPs that are randomly deployed in the network. The
partition in Fig.[2 lies in the recursive core of the game asmdthus, stable (both FUE and
MUE have no incentive to deviate). In this figure, note thah@igh the MUEs are located
outside the femtocells, they might be in proximity of a feodlb and potentially interfere with
it. If this the case, the FUE has an incentive in forming a itioal with the interfering MUE
since it would neutralize its interference. Furthermoretenhow the cooperative MUEs are
located within the transmission range of a FUE, leveragingaosmaller distance dependent
path loss. Conversely, spatially separated MUEs and FU&smast likely to form singleton
coalitions, hence not cooperate. In a nutshell, Eig. 2 shwwvg using the proposed algorithm,
the FUEs and the MUEs in a network can self-organize into &tjper composed of disjoint
and independent coalitions and which is stable, i.e., hethé recursive core of the game.

In Fig.[3, we evaluate the performance of the proposed amalibrmation game by showing
the average gain of achievable payoff per MUE during the whi@nsmission time scale as a
function of the number of MUE$/. We compare the performance of the proposed algorithm
to that of the non-cooperative case, for a network sith100, 200 FAPs using a closed access
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Fig. 2. A snapshot of the two-tier femtocell network. The BA&e modeled by a Poisson point process (squares) and they
serve a disc of radiug0 meters. Triangles represent non cooperating MUEs whichnoamicate with the main base station,
represented by a diamond. Stars represent cooperating MUES are serviced by the FUE in the coalition (dots).

policy. The curves are normalized to the performance of thecooperative solution. For small
network sizes, MUEs do not cooperate with FUEs due to spsiadration. Thus, the proposed
algorithm has a performance that is close to the non-cotiperaase fordM/ < 60. As the
number of MUEs grows, the probability of being in proximity an FUE gradually increases
and forming coalitions becomes more desirable. Hence, tiEd&/become connected to a nearby
FUE which allows for a higher SINR, allowing for high valuespayoff. For example, Fid.]13
shows that cooperating MUE can gain upr¥ with respect than the non-cooperative case in
a network with N = 200 FAPs andM = 160 MUEs. For larger sizes of the macrocell tier, the
coalition formation process eventually saturates and Weeage gains of cooperation decrease.
Further, note that as FUEs in the network not only represerdpgortunity of cooperation for
the MUESs, but also sources of cross-tier interference, thgimum achievable gains translate
towards larger sizes of macrocell tier. In fact, Hig. 3 digahows that the average gain of
payoff per MUE increases in the cooperative case as the nuafdemtocells is large, until
each coalition reaches its maximum size. It is also dematesirthat the proposed coalitional
game model has a significant advantage over the non-coyeecaise, which increases with
the probability of having FUEs and MUES in proximity, andukigg in an improvement of up
to 239% for M = 285 MUEs.
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Fig. 3. Average gain of individual payoff per MUE, for a netkdaving N = 50, 100, 200 FAPs,§ = 0.5, » = 20m.

In Fig.[4, we show the average gain of achievable payoff peE Fld$ a function of the
number of FAPs in the network/, for different number of MUESV = 300, 400,500 and
normalize the curves to the performance of the non-cooperablution. As previously seen
in Fig.[3, cooperation seldom occurs in cases where MUEs &fftsFare spatially separated,
as for low numbers of FUEs in the network. Nevertheless, asddnsity of FAPs increases,
coalitions start to take place yielding to higher gains fug FUEs. For instance, Figl 4 shows
that the average gain of payoff per FUE resulting from thditoa formation can achieve an
additional15% gain with respect to the non-cooperative case, in a netwdtk W = 200 FAPs
and M = 500 MUEs. However, for larger numbers of FAPs in the network, derage gain in
terms of FUE’s payoff decreases, as the spectrum becomesaongested and the MUESs in the
network have already joined the most rewarding coalitidtig. [4 also shows the comparison
with the optimal solution obtained through centralized axdtive search. For example, Fig. 4
shows that the performance gap between the centralizedhengroposed solution does not
exceed2.6% for a network of N = 10 FAPs, while networks with more thal¥ = 10 FAPs
are computationally and mathematically intractable, duthé exponentially increasing number
of combinations to be evaluated [42]. Therefore, we demmatest how cooperation can be
beneficial to the FUEs in highly populated areas where thesitleaf interferers (i.e., potential
coalitional partners) is high and that the proposed algoriyields a near optimal performance
at a much lower complexity. Finally note that, since the faretls are orthogonally scheduled,
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Fig. 4. Average gain of individual payoff per FUE, for a netwdaving M = 300, 400, 500 MUES, § = 0.5, » = 20m.
the performance of each FUE in the non cooperative appraatfansparent to the density of
femtocells in the network.

The performance of the proposed coalition formation apgrda further assessed in F[d. 5,
where we show the average gain of payoff per FUE as the nunfbglUks in the network
varies, under different access policies. Here, the curvesarmalized to the performance of
the closed access policy. Under the open access policy, B&Bhhas to select a secondary
subchannel among the least interfered to schedule the MigBs [26]. Fig.[% shows that, as
M increases, the performance of the FUEs is undermined bytnedsing level of interference
and a closed access policy may result in a loss of uB0téd. An open access policy is
more robust to this effect, but it cannot neutralize intenig MUEs which are not in the
transmission range. Conversely, our proposed algoritHowalto solve the interference from
the dominant neighboring interferers, which are more Yikiel be in the FUE’s transmission
range and resulting in a higher gain with respect to the opeass policy of’.6% for a network
with 300 MUEs.

In Fig.[d, we show the average size of the coalitions in thansee core for a QoS parameter
5 = 0.5, in a network in which femtocells are extensively deploy&d-€ 200). Fig.[8 shows
that due to the high number of cooperation opportunities ngtwork witnesses an exponential
growth of number of MUE-FUE coalitions when the delay coaisits are stringentj(= 0.2).
For instance, the average coalition size for a network with= 200 MUEs is 2.87. In a less
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Fig. 5. Performance assessment of the proposed networlafiemalgorithm, in terms of average gain of payoff per FU#, f
a network havingV = 200 FAPs, under different access policiés= 0.5, r = 50m.

delay constraining case & 0.8), the incentives in cooperation are smaller but still tafeyi
as demonstrated by a network with = 200 MUEs where the average coalition sizeli§9.
Fig.[@ shows the growth of the number of coalitions, i.e.,slee of a partition in the recursive
core, while the number of MUESs increases. Additionally, #iverage number of iteration in the
proposed algorithm is observed. The network is initiallgasrized in a non-cooperative structure
where each player (i.e., MUE or FUE) represents a singletatiton, therefore the number of
coalitions equals the number of players in the network (gtetted line in Fig[J7) and, since
interferers are out of range of cooperation, the numberesitons is minimum. Initially, for
M < 40 cooperation seldom occurs, due to the large distance betwetential coalitional
partners. AsM increases, the network topology changes with the emergafncew coalitions.
For example, whenV = 200 FAPs andM = 200 MUEs are deployed]38 coalitions take
place, requiring an average number of algorithm iterationg.9. Therefore, Figll6 and Fi@l 7
show that the incentive towards cooperation becomes signifiwhen the femtocells’ spectrum
becomes more congested and femtocells are densely deployked network. Eventually, for
larger M, the process of coalition formation is limited by the numb&MUEs which a relay
FUE can service, given the mechanism of reimbursementfl in (6)

Fig.[8 shows the cumulative distribution function of thetdices between the MBS, at the
cell center, and the coalitions formed in the network, for= 200, M = 200. This figure
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Fig. 7. Average number of iterations till convergence anefage number of coalitions as a function of the number of MUWES
the network. The bisectrix delimits the area of cooperatind non-cooperation, therefore, the points on the bisepresent
full non-cooperative MUES, denoted by singleton coalisioN = 200, 6 = 0.5.
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shows that the requirement on the QoS, represented by thenpters, plays a key role in the
coalition formation. In essence, when the delay is moragémt ¢ = 0.2) than the throughput,
as in real time services, cooperation takes place even imitihty of the MBS, where higher
values of SINR are averagely possible. In contrast, whesutifiput is more relevand & 0.8),
coalition formation generally occurs at the cell boundaigaa whereas the SINRs at the MBS
are limited by the received power. For instance, in Eig. 8 érRpected value of the distance
from the MBS for a coalition withy = 0.2 is d = 212 meters, while fory) = 0.8 is d = 703
meters.

Fig. [9 shows the probability distribution function of cdeln formation as a function of
the portion of superframe granted to the relay FUEs, foredgité = 0.2,0.5,0.8. This figure
demonstrates that, when delay and throughput are equidiyarg, an average value af= 62%
is required by each FUE, for serving an MUE. In contrast, fetag-constrained services,
represented by = 0.2, cooperation becomes more demanding and MUEs have to resmbu
the serving FUE for an average valuecof= 78%. As a result, we show that the reimbursement
mechanism highly depends on the type of service that is mreduand the network power is a
metric which plays a key role in the coalition formation.

Fig. [10 provides a comparison of the average individual ffagb both cooperative and
non-cooperative approaches as a function of the mobiltgeaof a MUE. We consider, from
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Fig. 10. Performance assessment of the proposed netwarlafion algorithm, in terms of average gain of payoff per MUE
and FUE at the cell boundary area, in case of a MUE moving orxiés in positive direction towards a femtoceil= 0.5.
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Fig. 11. Comparison between the proposed solution and tis¢irex access policies in terms of FUE’s payoff vs the size of
the femtocell. M = 200, N = 200, 6 = 0.5.

different positions, an MUE close to the macrocell boundamg interfering with a femtocell
which adopts a closed access policy. While the MUE is out efttansmission range of the
FUE, cooperation cannot be established, thus, the intrfer from the MUE is unresolved.
Conversely, although being located outside of the femtcaadl behind a wall, the MUE is
serviced by the FUE when the mutual distance is approximeaiel meters, yielding to a
significant improvement in terms of respective payoffs.. demonstrates that the proposed
solution can lead to an improvement at the MUE side of upté. Note that our solution
applies not only to the closed access policy, but to all theeggd cases where an MUE cannot
be served by a FAP, although it is harmfully interfering with{for instance, when the MUE
is within interference but out of the FAP transmission rgnge

In Fig.[11 we compare our approach to different access jeslici terms of average individual
FUE’s payoff as a function of a femtocell transmission rangee curves are normalized to the
performance of the closed access policy for 10 meters. For small femtocell radius, which
are currently included in 3GPP specificatiohs![55], an opetess policy can better protect
the FAP from cross-tier interference with respect to a dosecess policy. However, when the
femtocell radius increases, the FAP is more insulated fioenauter interference when located
at the cell center. Thus, the closed and open access pajjaesially converge. Our proposed
solution becomes more beneficial in those cases where,tedbpi access policy being open,
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the MUE cannot reach the FAP, leading to a maximum gai6%fwith respect to the open
access policy and4% to the closed access policy, for a femtocell radiu$@fmeters.

V. CONCLUSIONS

In this paper, we have introduced a novel framework of comjpmm among FUEs and MUES,
which has a great potential for upgrading the performancbkodh classes of mobile users in
next generation wireless femtocell systems. We formula@exzbalitional game among FUEs
and MUEs in a network adopting a closed access policy at eactotell. Further we have
introduced a coalitional value function which accountstfe main utilities in a cellular network,
namely transmission delay and achievable throughput. fio fmalitions, we have proposed a
distributed coalition formation algorithm that enables EdJand FUESs to autonomously decide
on whether to cooperate or not, based on the tradeoff betifeenooperation gains, in form
of increased throughput to delay ratio, and the costs indesfrieased spectrum and transmit
power. We have shown that the proposed algorithm reacheabbe giartition which lies in the
recursive core of the studied game. Results have shown hieaperformance of MUEs and
FUEs are respectively limited by delay and interferencerdfore, the proposed cooperative
strategy can provide significant gains, when compared tantdmecooperative case as well as
to the closed access policy.
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