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Electromagnetic Compatibility from a
Time-Frequency Perspective

Najett Neji, Raul de Lacerda, Alain Azoulay & Thierry Letert

Abstract—In wireless communication, interference between  Some rules have been established within standardization
two radio systems may occur when they operate at close grganizations to guarantee EMC. To ensure successful coex-
frequency bands, sharing the same environment at the same jgiance  current EMC standards usually require a frequency

time. Such systems coexist if both of them perform correctly fi . der t t th . itivitvlavhi
in the presence of the other. To ensure their coexistence, é- Separation In order o respect the receiver sensiuvitylevni

tromagnetic Compatibility (EMC) is used to specify rules wihin ~ taking into account system frequency ranges, power levels,
standardization bodies. According to current EMC standards, occupied bandwidths and spectral masks. As a consequence,
the radio spectrum has been divided into non-overlapping bads  the radio spectrum has been divided into distinct frequency
often with exclusive access. However, nowadays there is aqgbif- bands mostly with exclusive access.

eration of new digital systems sharing common frequency bais Th t is b . d digital
because the spectrum is a limited resource. Many of them are € Spectrum Is becoming scarce as more and more digia

operating in unlicensed bands regulated by The Internatioal Systems are being deployed to provide various servicesrrequ
Telecommunications Union (ITU), for example the 2.45 GHz ing higher and higher data rates. The International Telesom
Industrial, Scientific and Medical (ISM) band. The frequency nications Union (ITU) has kept some bands for unlicensed use
allocation is also changing with the emergence of digital sfems to allow the development of new digital technologies. Syste
and this is the case for white spaces in the broadcast teleigs N .

(TV) spectrum. To avoid high interference levels, it is necesary operating in these bands are foreseen.to.use smultanethx_asly

to consider some parameters related to signal variations,epre- Same or nearby frequency bands. This is the case of wireless
senting more accurately the environment. Some techniquesaie  systems in the 2.45 GHz ISM (Industrial, Scientific, Medjcal
been proposed in the literature to reduce interference leve but  pand [1]e.g.IEEE 802.11 b/g/n (Wi-Fi) [2], IEEE 802.15.1
they are applied to specific sharing studies. Hence, we evalte in (Bluetooth) [3] and microwave ovens [4].

this paper the impact of time-frequency considerations forradio The f I fi is al h . ith th
coexistence. We show that EMC studies are more precise and e frequency allocation IS also changing wi € emer-

more representative of the reality when additional parameers gence of digital systems. As a matter of fact, the radio
relevant to the time domain are taken into account in the anajsis  environment is becoming complex not only because of tech-
framework. We illustrate these COI’]CEptS through a specifictady nology improvements but also frequency allocation changes
case. We evaluate the results for different system parame® gnqg electronics evolution. This is the case of converged
first considering that both of them occupy the same band and . L .
then assuming that they use overlapping but non-equal fregency wireless cqmmumpaﬂon devices Sl_JCh as Iaptop_s and smart
bands. phones which are likely to have multiple technologies. ksth
devices, antennas and radio circuitry for each radio is in a
fixed location very close to other radio systems. Because of
antennas proximity, out-of-band signal levels are muclig
than traditional EMC requirements and it is not possible to
. INTRODUCTION move the antennas or change their relative orientatiore ird
arrays, which consist of groups of antennas, are also mate an
Two radio systems can coexist in the same environmentyjfore used in modern communication systems to offer more
both of them perform correctly in the presence of the Oth‘?fexibility and space diversity.
The electromagnetic compatibility (EMC), which studiessth  Radio systems are likely to suffer from interference and
phenomenon, is an important condition to be satisfied befafgs s critical for their coexistence. Mitigation technies are
the deployment of any radio system. It should operate ctiyrecmentioned in the literature (frequency hopping [5], specir
in its environment but should not cause harmful interfeeengensing before transmission [6],...) but they are applied t
on present legacy systems specific spectrum sharing studies. From a standardization
perspective, the ITU recommends to refine the compatibility

This is an extended version of the Inatel International \Wbdp on itAr ; ; ;
Telecommunications IWT’'11 papeRadio Systems Coexistence fromaTlmegrlte”a based on link budget considerations for systems

Domain perspective: principle and examplehich was selected and invited @llocated in adjacent or nearby bands [7] and systems
to be published for a special issue of Revista Telecomybiesc operating at the same frequency [8]. Consequently, it is
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Index Terms— Radio coexistence, electromagnetic compatibil-
ity, frequency-domain analysis, time-domain analysis.
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Legacy systems have been using the spectrum for a long tinteasat diff f | h b d -
seems hard to change their standards. They continue to beasstney still Ifferent from analog systems that were based on continuous

work satisfactorily even though newer technologies hawntseployed. transmission.



'”teffe””g ¢ are respectively the distance, azimuth angle and elevation
link \\%\. angle andL, (in dB) is the propagation path loss. The
Victimlink K]/ study here does not take into account multi-path propagatio

P environment.
S\

Similarly, I;5 (in dBm) is given by

receiver system 1 transmitter system 2
- . intert
victim receiver interferer Iyp = Pi+Gi(_9i7_¢i)+GT(9i7¢i)_L(Ti;9i7¢i)+HdB7
. (2
transmitier system 1 whereP,; (in dBm) is the power transmitted by the interferer,
victim transmitter G; (in dBi) is the interferer’'s antenna gain in the victim’s an-

tenna direction andr,. (in dB7) the victim antenna gain in the
interferer’s antenna direction;, 6; and¢; are respectively the
distance, azimuth angle and elevation angle of the interfer
relatively to the victim and’; (in dB) is the propagation path
loss from the interferer to the victindl;z (in dB) is the result

) ) ) ) of the superposition between the interferer’s transnyjttirask
In this paper, we emphasize the importance of time-domaj}. anq the victim's receiving filtet,. Hyp is obtained by

considerations for EMC analysis between systems shariyg onyolution product oM; and F,., calculated as follows:
the same spectrum. Including time-frequency aspectsduisc

Fig. 1. RFC System model: transmitter, interferer and wicti

tinuous transmission, symbol rate,...) as well as techgylo +oo
properties (modulation scheme, coding gain,...) into spat Hyp =10 -logo( M;(f)- F-(f)df). (3)
sharing studies can make easier the coexistence. We wilf app —oo

this so-called time-frequency approach to a simplified ywtud
case. We evaluate the results for different offsets betweerFor EMC purpose, if the interferencky is lower than
systems center frequencies, first considering that bothesht the noise Ny, the compatibility is considered guaranteed.
occupy the same band and then assuming that they &s¥ all the other cases, the compatibility is determinecetas
overlapping but non-equal frequency bands. on the signal to interference plus noise ratld NR that
The paper is organized as follows. In section I, we summa&hould satisfy a certain threshold that depends on therayste
rize the principle and main parameters used in current EM€chnology. This approach requires a link budget analysis
standards. Then, in section lll, we explain why time-domai@nd provides information about the frequency margin that
parameters are important for EMC analysis. Finally, inisect protects the victim from the presence of interference. The
IV, we emphasize through a study case the effect of systé@sult depends on several parameters, mainly:

parameters on the coexistence problem. « Distance between interferer and victim;

« Frequency range and separation between carriers;

II. CURRENTEMC APPROACH: FREQUENCY DOMAIN « Transmission power;

ANALYSIS « Interferer signal bandwidth and frequency mask;

Let us consider two radio systems, system 1 and system 2 Victim receiver's bandwidth and frequency filter;
operating in the same environment. Interference betwesseth « Antenna parameters (gain, polarization, radiation pat-
systems may occur if they transmit at the same time using tern);
overlapping frequency bantisFor the rest of this work, we « Signal to Noise Rati® N R at the receiver.
assume that system 1 is the victim and system 2 the mterfererBased on spectrum sharing studies, rules and regulations

we |'Ilustrate n F'g' 1 the E.MC scenario vyhere the VI ave been established within standardization bodies ta-org
receiver gets an |nterfer|ng_5|gnal from the interferer. _ nize the access to the radio spectrum so that the EMC is
we deT‘Ote trtl)esusefur: S|'gnalf power level atl thel V'Ct';n§atisfied. In conventional EMC testing, the interfering diel
aptgnpa Input ¥ods: tbe mter(vjarehnce poszr ?VE at t estrength at the victim receiver is required to be less than th
\_Il_lﬁt'ms ante_nna lgput. y;‘jg an t'e not;se evel bWap. regulatory levels recommended by the ITU. As a consequence,
e expression ogz (in dBm) is given by spectral masks have been specified for each system to limit
Syp = Ps+Gy(—0s, —ds) + G, (0s, d5) — L(rs, 0, ds), (1) POWEr levels of emissions on frequencies out_side its gﬂbyve
_ ) _ ~ band (out of band emissions [9] and spurious emissions
where P (in dBm) is the power transmitted by the victim's[10], see Fig. 2). Selectivity masks have also been defined
transmitter,&;; (in dB:) is the transmitter's antenna gain infor radio receivers to reject unwanted signals in adjacent
the victim's antenna direction an@,. (in dBi) the receiving frequencies. Radio system specifications have to respese th
antenna gain in the transmitter's antenna directignf; and masks to enable coexistence with other systems sharing the
o . - same frequency band. For example, systems using ISM bands
It is important to take into account Out Of Band (OOB) radias of the o L .
interfering terminal to determine the actual interferetesel. OOB radiations have to follow limitations of transmission power densitzersd
quantify the emitted power outside the interfering bandkwid peak power.
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Fig. 2.  Unwanted Emissions description.

I1l. FROM EMC TO RADIO COEXISTENCE: TIME-DOMAIN « Space Division Multiplexing (SDM): signals are trans-
PERSPECTIVE mitted through antennas pointing to different directions
such that users could employ the same frequency channel

Current EMC analysis in the frequency domain deals with ;
simultaneously.

worst case scenarios, where the victim receiver is getting
interference all the time. In existing EMC standards, the The trend to use digital communication systems has also
interference level is computed with respect to the propagat engendered frequency allocation evolutions. Indeed, ethes
environment (power, spatial separation, antenna chaigctesystems require higher data rates and more bandwidth so
tics) taking into account frequency domain parameters sschthat the radio spectrum tends to saturation. Diverse swisti
spectral masks, carrier separation, range and bandwidéh (are being proposed to reorganize more efficiently the radio
[11] for more details). The interferer is assumed to transnspectrum [13],[14]. Nowadays the switch to digital teléwis
continuously and the potential victim receiver is likely tdrees up a large spectrum opened to unlicensed use in the
intercept interfering signals continuously. United States in 2010 [13]. This spectrum could provide
With the development of wireless systems, duplexing h&aggh speed broadband internet access according to the White
been introduced to enable two way communication. Systef8paces Coalition (Microsoft, Google, Dell, HP, Intel, Ris|
use either Time Division Duplex (TDD) approach, where thEarthlink, and Samsung Electro-Mechanics). In Europe, the
user and the base transmit at the same frequency durfgalogue Switch Off (ASO) process would be finalized in
disjoint time intervals, or Frequency Division Duplex (FRD 2012 and the resulting digital dividend may be used for many
where the two devices transmit simultaneously using twservices (broadcast services, converged television andeph
different carriers. Furthermore, radio equipments ar@bwieg services, wireless broadband services...) [14].
smaller and usually they host different technologies, Whic n addition, wireless systems are evolving and becoming
means that coupling between components should appear. very flexible and adaptable. We can mention here the example
Moreover, many wireless and mobile systems are emergisfdecentralized wireless networks (also named ad-hoc net-
nowadays, enabling point to multipoint communications][12works). These networks are interesting because they do not
The transmitted information by these systems is encodedréguire a special infrastructure setup and claim to provide
discrete values and through bursted signals. TerminalBén &nough capacity to guarantee quality of service for all siser
same environment use the radio frequency (RF) channelgiur[n5]. Ad-hoc networks are a suitable option for emergency
smaller periods of time such that they could share the resoursituations such as natural disasters but they have to meet
Multiplexing has been considered as a solution to shat@mber of challenges like device heterogeneity, variaialific
the resource between them. The most common multiplexipgofiles, user mobility and power conservation [16]. One key
techniques are : element in the design of ad-hoc networks is Software Defined
« Frequency Division Multiplexing (FDM): each user isRadio (SDR) which is based on a software architecture [17],
allocated to a fraction of the available spectrum. Such[48]. SDR uses cognitive radios (CR) which are smart radios
technique is widely used for radio spectrum managemethat are able to adapt their technologies depending on #re us
« Time Division Multiplexing (TDM): each user occupiesdemand, the traffic load and propagation conditions.
the available spectrum during a time slot. Such a tech-Because of the rapid development in multimedia and wire-
nique used by many schemes such as ALOHA protocolsss systems, it is necessary to develop EMC standardgkguita
and Channel Sensing Multiple Access (CSMA) schemets; the emerging technologies [20]. By considering only link
« Code Division Multiplexing (CDM): users employ simul-budget parameters, it seems very difficult to ensure systems
taneously the same frequency channel but using differarttexistence under the scenarios described above. It beacome
codes. Two common types of codes are direct sequenogortant to take into account new parameters for more
spread spectrum and frequency hopping; elaborated spectrum sharing analysis between radio system



more particularly those sharing the same spectrum. A éiffer and .

kind of electromagnetic compatibility evaluation has been <Py
proposed in [20]. The idea is to focus on the performance / B, () Ha(f)df. ®)
degradation of the radio link due to interference, with ezdp o

to the SINR instead of analyzing the interfering electroln addition, V is the noise level in the victim system band-
magnetic field strength. Under this methodology, the twidth, related to the Boltzmann constanand the temperature
systems could coexist if the quality of the communication i (in K) by :

the presence of the interference remains above a minimum

required level. Additional system parameters are needed to N=k-T-B. (9)
compute more accurately the/ N R and so to evaluate more

precisely the systems coexistence. Hence, we proposenhefednsequently, thé&/N R can be written as :

to study the coexistence using time-frequency charatiteyis

of both systems. From now on, the EMC is referred to the SINR = P,
time-frequency approach and it takes into account system fBlB_l'Hl(f) df (10)
parameters (discontinuous transmission, instantaneowsrp (ff;o% -Hi(f) - Ho(f)df) + (kT By)

variation, number of users, etc.) and technology propertie
(modulation scheme, coding gain, subcarrier repartiton f For the performance evaluation, we will consider the
multi-carrier modulations, etc.). outbreaking work of Shannon [19] which provides the error-
free capacity under gaussian noise interference. We assume
IV. COEXISTENCE FROM A TIMEDOMAIN PERSPECTIVE:  from now on that interference plus noise could be modeled as
A STUDY CASE a white gaussian noise and the system performance is derived
In this section, we propose to study the influence of timéased on the following theorem:
domain parameters on the coexistence between radio systems
sharing the same spectrum. The idea is to analyze the effect oTheorem 4.1: (Shannon-Hartley Theorem [19Tpe error-
channel occupation rates of both systems assuming a victime capacity that can be transmitted over a additive white
system and an interferer. To this end, we consider two radjaussian channel is
systems that operate in the same environment (see Fig. 1).
Doz = B -logy(1 + SNR). (11)
A. System performance evaluation
We call the respective bandwidths of interferer and victim In our case, we denote iy (which is given in bits/channel
by B, and B,. In addition, we denote by, and P, the power access) the capacity of a system in the presence of noise plus
of the victim’s signal (in its necessary bandwidth, see Fignterference. Three cases are possible :

2) and the interference signal (in its necessary bandwilth) | |, the first situation, we consider the capacify) ithout
the victim’s receiver. We also define the receptively channe taking into account the channel occupation rates;

occupation rates of both signals ¥ and R,. Finally, we « In the second situation, we consider the capadity) (

suppose that both signals are independent and weGdlf) based on the average/ N R (STN R);
and H(f) respectively the transmission mask of system 1 and, | the third situation, we consider the average capacity
the reception filter of system 2. (C”) based on the instantaneoS$N R (SINR(t)).

In this work, we focus on the influence of channel occupa- i ) . | )
tion rates of both systems on tisé N R, for different values of In the first case, the capacity of the victim system is written
By and Bs. Let us first compute th6 7N R before taking into as (11),
account the channel occupation rates. The general expnessi C = Ry -logy(1 + SINR) (12)

fthe SINR is :
of the SINR is which means that :

S 1 1
SINR = = = . (4 C = R; log,
NI (H+E) (v + (5im) [REYRTT
beingSNR and SIR : 1 = = (13)
’ 5 ( l T, (/) Ha(f) df + KBy )
N In the second case, we take into accoWmtNR. The
SIR = § (6) corresponding capacit§’ is then

1

and I are the powers received by the victim from the , —
vicfim transmitter ar?d the interferer, rélspectively, bathm- C'= Ry -logy(1+ SINR), (14)
p.ute.zd in the victim system bandwidth. andI.are computed being
similarly to equations (1) and (2) and are given by:
s [ Do Hy(f)df @) SINR = E{SINR} = B8 (15)
B B1 E{N} + E{I}’



given thatS, I and N are independent. Therefore, the capacityf the interferer consideringI N R(t) is

of the victim system is written as

C' = Ry log,
Ry [ & Hi(f)df
]_ 1 D1 16
( " R J2 L2y (f)Ho(f) df + RikT By )

In the third case, we consider the expected system capacity

(C") taking into accounfSIN R(t). The result is :
C" = E{C} = E{logy(1 + SINR)}

= lim % . /10g2(1 + SINR(t))dt, a7)
T

beingp; andp, the instantaneous powers of the victim syste

and the interferer. The integral in equation (17) can bedéidi

into three integrals depending on the presence of usefoakig

noise and interference. Hence, equation (17) can be rewrit

as follows :

C//

. 1
7“11—%0?/:&3_010&(1) dt

/ logy(1 + SNR) dt
T,5+40,1=0

+ i L
T1—I>noo T

1
+ lim —

/ log,(1+ SINR)dt. (18)
T—oo T,50,1#£0

The first one represents the situation where the victim syst
is not transmitting. The second one corresponds to the ¢
where the victim system is transmitting without interfezen

and the third one represents the situation where both systecm

are transmitting.
The parameter§INR and SN R are constant, so we obtain

1
/ ar
T,5+#0,1=0

"_ b
C" =0+ logy(1 +SNR)Th—I>Iéo T
dt

+log, (1 + SINR)/
T,5#0,1#0

=logy(1+ SNR)p(S # 0,1 =0)

+log,(1+ SINR)p(S # 0,1 #0), (19)

wherep(z, y) is the joint probability of the variables andy.
Using conditional probability formulae and assuming that
andp, are independent, the probabilities can be written as

p(S#0,1=0)
=p(S#£0,I=0/I=0).p(I=0)

=p(S #0).p(I =0) = Ri(1 — Ry), (20)
and
p(p1 = P1,p2 = )
=p(S #0/1#0).p(I #0)
=p(S#0).p(I #0) = R1Rs. (21)

The average capacity of the victim system in the presence

CN = Rl . (1 - Rg) -10g2(1 + SNR)
+R; - Ry -logy(1+ SINR)

S, 5 Hi(f)df
kT By

:Rl-(l—Rg)-logQ <1+
+Ri1-Ro- 10g2

)
[

>, (22)
B. Results analysis

1) Simulation parametersWe illustrate in the following
some results based on the expressions presented on Section

[, 5 Hi(f)df
[T Ly (F)Hy(f) df + KT B,

DOB2

rPV—A. For this, we set theés N R to 20dB and we compute the

capacitiesC, C’ and C” for different values of the powers
atio %, channel occupation ratd®, and R, and bandwidths

1 and Bs of both systems, and considering different values
of the systems frequency offsét

We present hereafter three types of results. We first compute
the three capacities with respect to the ratio of system ppwe
%. We then study the variations af', C’ and C” with
respect to the interference channel occupation rate We
finally analyze the three capacities with respect to the ahn
occupation rateR; .

For the first type of results, we calculate the capacity
considering% values betweenr-20dB and10dB, for Ry = 1

écontinuous transmission by the victim) and two values ef th

channel occupation rate by the interfer&; = 1 (continuous

ase

intérference) and?, = 0.5 (half-time interference).

For the second type of results, then fix = 1 and we
ompute the capacities fof: = 5dB and £- = —5dB,
consideringB, = 1, two values of the interfered system
bandwidth: B; = 0.5 and B; = 0.1 and two values of the
frequency offset = 0 and g = Z1+58z2,

For the third type of results, we sét; = 0.5 and we
calculate the capacities for the same parameters as for the
previous type of results.

2) Study case simplificationTo simplify the study, we
assumed that both system masks (f) and H»(f)) are ideal,
i.e. that they are expressed by :

1 F-B<f<h+4

Hy(f) = (23)
0 otherwise
1 B-B<f<F+5

Hy(f) = (24)
0 otherwise

being F; and F;, center frequencies of system 1 and system
2. System 1 and system 2 use overlapping frequency bands if
the frequency offset between them

§=F,— Fy, (25)
verifies

Bt B,
2

B, + By

<6<
- 2

(26)



Assuming thatH (f) and Hx(f) are ideal, we have:

T T T T T A+
S=r (27) 2 a5l v 1
Q 7
3 A+
and P, (Bi+B 34 + 7
Lo (B35 -5) Bi<B T
S 35| . ,
I= (28) § -+ - ¥ ®
Py B, > By 8 3 5 1
= C.R =R,=1 %
Consequently : g 21 o R =R,=1 7 ]
B :Ej 2f|..x.. C"R =R,=1 * 1
ETB P3 Bi+By—2§ 3 15H —% C,R =1,R =05 . 1
SINR = (552 + B 22)  Bi< B, 20) 2 R=1R - ’
= 1 (29) 3 4| —+ C"R=LR,=05 % |
kTBy, | P &
( Py +P1) B1 > By 5. ]
and ‘
1 Py Ry Bi+B2—25 -1 ) SINR (dB) ° °
SINR = (shm + Bl 25%2)  Bi<B
(ﬁ + %%) B1 > Bs Fig. 3. : Channel capacity in the presence of co-channetférence and

noise with respect to th€IN R, for SNR = 20 dB and for systems using
(30)
. . the same frequency band.
3) Results forB; = B, andd = 0: In this particular case,

the interfering system and the victim system use the same
frequency band. The signal to interference ratio is equal
the powers ratio%. The three capacity cases in this situatio

C,SIR=5dB

are given by: % o O C,SIR=5dB |
] ~-X-- C", SIR=5dB
1 P < 8f —;(_—c,sm:—sds i
_ [} : -C,SIR=-5dB
C:R1-10g2 |:1+(m+ﬁi) 1:| , (31) E lqu -——C”, SIR=-5dB|]
@) P
N E O
1 Ry P _ ) 6 SUX
C'=Ry-1 L+ (s + = - )7, 32 > g %
o [14 (e 7] @ B R,
Sar o B
C" =Ry (1 — Ry) -logy(1+ SNR) § .0 N O e X
SRRy o |14 (ot 2] @y F © b9 o x.
. -lo —_— 4+ = . g 2 ] N
L2 o8 SNR ' P, 8 ~ - ko
- " . £ 1p T g B itS
We show in Fig. 3 the capacitie§’, C’ and C” with R T *'i_?*:_—zle_—_*_—_*__.*_f_\
respect to the&STR. We notice that when both systems transm % o1 02 03 04 05 06 07 08 09 1
continuously Rl — R2 — 1) C C/ and C/l are identical. In Channel Occupation Rate R2 by the interfering system

this situation, the averagf€/R and the instantaneouS/R
are both equal to the ratio of systems powers. Consideriﬁg- 4. : Channel capacity in the presence of co-channelférence and
continuous transmission for the victim and discontinuo@@\,s; ‘;V'gg respect to the interfering channel occupatiae, réor 11 = 1,
interference transmissionkR¢ = 0.5), the capacitie€” and
Cl\increase compared t@'. It can be also noticed that if
SINR is considered, the capacity gain when compared to the
continuous case is more significant for higiN R whereas if t0 R1. As expected in equations (32) and (33), the capacity
SINR(t) is considered, the capacity gain is more importafiicreases also linearly and’ increases in logarithmic scale
for low SINR values. with respect toRz;. We note however that foR; < R, the
We illustrate in Fig. 4 the capaciti€%, C’ andC” variations Victim system capacity’’ consideringSIN R is lower than
with respect to the rat&,. We see that for a fixed?;, the the capacityC in the continuous case. The reverse result holds
capacityC' remains constant with respect to the interferend@ 21 > Rz and if Ry = R;. In all cases("” remains higher
channel occupation ratB,. For bothSINR values, we can thanC andC”.
notice that the capacitg’ decreases in logarithmic scale and 4) Results forB; > B, and — 21552 < § < Bifba: in
C” decreases linearly with respect &, but they are both this situation, the interfering system and the victim systese
higher thanC. More particularly, forR, = 1 (continuous overlapping frequency bands and the interfering signas ase
interference case), we retrieve that the three capacities rger bandwidth than the useful signal. The corresponding
identical. capacities have the same expressions as in section 1V-B.3.
We finally show in Fig. 5 the capacitie§, ¢’ and C” 5) Results forB; < B, and —£1£82 < § < Bitba: |
variations with respect to the rafe,. We see that for a fixed this case, th&'I R depends on the ratio of systems bandwidths,
SIN R, the system capacity¢' increases linearly with respecttheir frequency bandwidths and their frequency offset. The

dB and for systems using the same frequency band.
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Fig. 5. : Channel capacity in the presence of co-channetference and Fig. 6. : Channel capacity in the presence of co-channetférence and
noise with respect to the useful channel occupation rateRfo= 0.5, SNR  noise W|th respect to the ratlé— for SNR=20dB, B1 =05, B, =1
= 20 dB and for systems using the same frequency band. andé = 0.

expression of the interfered system capacities are given by

1 Py By + By — 26\ "
— Ry log, |1 -2 4
C = Ry log, +<SNR+P1 2B, ) ], (34)
;. 1 R2P231+BQ—25
¢ = Rilogy |1+ <SNR R P, 2B, ’

5)
C" = Ri(1 — Ro)logy(1+ SNR) + R1Ro

Interfered system Capacity (Bits/Channel Access)

1 PBi+By—25\"
1 1 — . (36
o8z |1+ (SNR TR 2B, (36)
. . i . - -5
We show herein the capacity variations with respect to ti Ratio of systems powers P1/P2
power ratio £ :

e iN Fig_ 6 for B; = 0.5 andé = 0; Fig. 7. : Channel capacity in the presence of co-channetfarence and
« in Fig. 7 for By = 0.5 andé = 31132; noise Xvngliegfect to the rat@i for SNR =20dB, B1 =05,By =1
« in Fig. 8 for B; = 0.1 andd = 0; and¢

« in Fig. 9 for B; = 0.1 and§ = 21482,

We notice from Fig. 6 to 9 that when both systems transmit
continuously, the capacities, ¢’ andC” are identical. When  |n addition, when comparing results of Fig. 6 and Fig. 7,
either SINR or SINR(t) is taken into account, the victim we notice that for a given bandwidtB, and a rat|0 , the
system capacity increases compared’t@nd this holds for capacity gap betwee@ andC” (as well as betweeﬁj/ and
all the studied values of systems bandwidths and frequency) decreases with the frequency offset particularly for high
offsets. We also notice from the four figures that the higker yalues ofPl (i.e. high values of theSIN R). This also holds
the power ratlo , the more significant is the capacity gainyhen comparlng the results of Fig. 8 and Fig. 9.
with STNR whereas the capacity gain is the more significant We also see that for very low values§¥ the gap between
for low values ofP; C” and C is the same for fixed channel occupation rates,

When comparing the results of Fig. 6 and Fig. 8, we séedependently of systems bandwidths and frequency offset
that for a given frequency offset, the capacity gain wheffrig. 6 to 9).
consideringSIN R(t) is the same whereas the capacity gap We then fix R, = 1 and we study variations of', C”
betweernC’” andC” decreases with the ra’[@L for high values and C” with respect to the interference channel occupation
of P; (i.e. high values of theSIN R). This also holds when rate R,, as presented on Section IV-B.1. We illustrate the
comparing the results of Fig. 7 and Fig. 9. corresponding results in Fig. 10 far = 0 and in Fig. 11
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Fig. 8. : Channel capacity in the presence of co-channetfarence and Fig. 10. : Channel capacity in the presence of co-channetfarence and
noise with respect to the rati%, for SNR =20dB, B1 =0.1,B> =1 noise with respect to the interfering channel occupatice, réfor R; = 1,
andd = 0. SNR =20dB, B; =0.1, Bz =1 andé = 0.
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Fig. 9. : Channel capacity in the presence of co-channeffémnce and Fig. 11. : Channel capacity in the presence of co-channetference and
noise with respect to the Fatl%, for SNR =20dB, By =0.1,B2 =1 noise with respect to the interfering channel occupatide, rior Ry = 1,
ands = BitBa. SNR=20dB, By =0.1,B; = 1 ands = 21482,

for § = @. We see that as in the subsection IV-B.3pf the offsetd. For both offsets, we verify that foR; < Ry

C remains constantC’ decreases in logarithmic scale andhe victim system capacity” consideringSINR is lower

C" decreases linearly witl®, and this occurs for all studied than the capacity’ in the continuous case. The reverse result

values ofB;, B, andé but in all cases we haw@” > C’ > C. holds for Ry > R, and if Ry = R,, both capacities are

Moreover, when we compare the results of Fig. 10 and Figlentical but lower than the capacity considerigV R(¢). In

10, we notice that for given values &f; and B, the capacity addition, we can notice that wher | increases, the capacity

gain decreases when | increases. gain decreases. However, higher capacity of the victimesyst
We finally setR, = 0.5 and we analyze the variations ofcould be achieved for high values ¢f§ | (i.e. when the

C, ¢’ andC" with respect to the channel occupation r&te overlapping between bandwidths of the interfering and the

as mentioned in Section IV-B.1. We present the correspandimterfered systems is low).

results in Fig. 12 fo® = 0 and in Fig. 13 for§ = £-452, Finally, from Fig. 3 to Fig. 13, we can see that the victim
We notice from Fig. 12 and 13 that for fixed powers andystem performance increases significantly when channrel oc

bandwidths,C' and C” increase linearly and’ increases in cupation rates of both systems are considered. It can beedoti

logarithmic scale with respect t&;, for both studied values that consideringSTN R(t) is more realistic because it takes



V. CONCLUSION

ol

2 asl CpP/P,=5dB In this paper we showed the importance of time-domain
E Q' CP/P,=5dB x considerations to improve the spectrum sharing between rad
< 4% cPP,=5dB x systems. Current EMC frequency domain analysis provides
E 354 = = =CP/P, =508 PR worst-case results (the involved systems are assumedn® tra
2 .l =¥ C\P,/P,=-5dB e ,«'5*” mit continuously), whereas the time-frequency approaeimse
O i xR to be more accurate. It takes into account time-frequency
g 257 % /;l‘_, aspects and technology properties. We analyzed a study case
g ol Co.T 0 in a simplified propagation environment, which allowed us to
§ sl emphasize that considering channel occupation rates of bot
[ ;‘_ e systems affects the EMC result and provides more realistic
s I X~ results under certain conditions. On the other hand, the-tim
go.s ‘ N UL domain analysis seems to be more complex as the instan-
taneous actual interference level may depend on additional
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parameters of the systems physical layer (power variations
modulation schemes...) and upper layers’ parametersr(godi
o 12 - ch | o it . hannetfrt § schemes, channel access methods...). For the future, wid wou
T o e e ot o S like 1o evaluate realsiic scenarios taking into_accound th
=20dB, By = 0.1, B> =1 ands = 0. propagation environment characteristics and specificqytigs

of the signal. In addition, imperfections in the transcetgain
should be taken into account to obtain more representative
results. This analysis should be extended to situationgavhe

> ‘ the systems use different channels with overlapping freque
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