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#### Abstract

This paper deals with test case selection from axiomatic specifications whose axioms are quantifier-free first-order formulas with equality. We first prove the existence of an ideal exhaustive test set to start the selection from. We then propose an extension of the test selection method called axiom unfolding, originally defined for algebraic specifications, to quantifier-free first-order specifications with equality. This method basically consists of a case analysis of the property under test (the test purpose) according to the specification axioms. It is based on a proof search for the different instances of the test purpose, thus allowing a sound and complete coverage of this property. The generalisation we propose allows to deal with any kind of predicate (not only equality) and with any form of axiom and test purpose (not only equations or Horn clauses). Moreover, it improves our previous works with efficiently dealing with the equality predicate, thanks to the paramodulation rule.
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## Introduction

Testing. Testing is a very common practise in the software development process. It is used at different steps of development to detect failures in a software system. The aim is not to prove the correctness of the system but only to ensure a certain confidence degree in its quality.

The principle of software testing is to execute the system on a finite subset of its possible inputs. The testing process is usually decomposed into three phases:

[^0]1. The selection of a relevant subset of the set of all possible inputs of the system, called a test set
2. The submission of this test set to the system
3. The decision of the success or the failure of the test set submission, also known as the "oracle problem".

Different strategies may be used to select test sets, thus defining several approaches to testing. The selection method called black-box testing is based on the use of a (formal or informal) specification as a reference object describing the intended behaviour of the system, without any knowledge of the implementation [ $7,11,8,17$ ]. This allows in particular to use the same test set at different steps of the system development, if the specification does not change. Moreover, when the specification is formal, i.e. written in a mathematical formalism, both the selection phase and the oracle problem become easier to answer. On one hand, the specification of the different system behaviours (as axioms or paths for example) allows to select relevant test sets, by coverage of those behaviours. On the other hand, the oracle problem can be more easily solved since the result of a test can be deduced or even computed from the specification. The decision of the success of the test submission is then possible provided that there exists a means to compare the submission result and the expected output. Depending on the chosen formalism, if the system specification is executable for example, the selection and decision phases can even be automated.

Formal framework. The formalisation of the testing process allowed by the use of formal specifications requires some hypotheses and observability restrictions, concerning both the system under test and tests themselves. Test hypotheses on the system under test state that its behaviour can be described by a formal model. Moreover, it is assumed that test cases can be represented by formal objects that the system is able to understand. For instance in Tretmans' framework [29], since the specification is an Input Output Labelled Transition System (IOLTS), the system under test is assumed to be an IOLTS as well, in order to be able to compare the behaviours they both describe. Test cases are then traces, that are sequences of inputs and outputs, chosen from the specification and which the system must be able to perform. Observability restrictions are used to select test cases that can be interpreted as successful or not when performed by the system under test. For instance, in the framework of testing from equational specifications, where test cases are formulas, observable formulas are ground equations provided with a decidable equality (for example an equality predicate defined in the programming language used to implement the system).

When such conditions (test hypotheses on the system and observability restrictions) are precisely stated, it becomes possible to formally define the testing activity [29, 18, 14, 16]. In particular, the notion of correctness of a system with respect to its specification can be defined up to these conditions, as well as important properties on test sets connecting the correctness to the success of a test set submission. A test set must at least not reject correct systems and would ideally also reject any incorrect system. In our framework, when testing from logical specifications, such an ideal test set is called exhaustive and is the starting point to the selection of a finite test set to submit to the system. In the approach called partition testing, the selection phase consists first in splitting an exhaustive test set into what we could call behavioural equivalence classes, and then in choosing one test case in each of these classes, thus building a finite test set which covers these behaviours. The first step is the definition of selection
criteria characterising equivalence classes of behaviours, while the second step is the generation of test cases representing each of these behaviours. The assumption here, called the uniformity hypothesis, is that test cases in a class all are equivalent to make the system fail with respect to the behaviour they characterise.

Contribution. This paper addresses the definition of selection criteria in the framework of testing from first-order specifications with equality. Such specifications are classically used to specify standard software, i.e. software which computes results by manipulating complex data structures but with quite simple control structures. ${ }^{1}$ Testing from algebraic specifications ${ }^{2}$ has already been extensively studied $[7,18,14,6,24,5,22,23,4$, $1,3]$. Selection issues in particular have been investigated. The most popular selection method which has been studied is the one called axiom unfolding $[6,7,24,1]$. It consists in dividing the exhaustive set into subsets according to criteria derived from the specification axioms. The fundamental idea behind this method is to use the well-known and efficient proof techniques of algebraic specifications for selecting test cases. Test cases must be consequences of the specification axioms, so they must be able to be proved as theorems in the theory defined by the specification. In other words, they can be deduced from the specification axioms using the calculus associated to the specification formalism. The idea behind axiom unfolding is to refine the initial exhaustive test set, replacing the initial property under test by the set of its different instances that can be deduced from the specification axioms. Intuitively, it consists of a case analysis. These particular cases of the initial property can themselves be unfolded and so on, leading to a finer and finer partition of the exhaustive test set. One must then prove that the obtained test set is as powerful as the initial one, that is no test is lost (the strategy is then said to be sound) and no test is added (the strategy is complete).

In this paper, we propose to extend the test selection method based on axiom unfolding to a larger class of axiomatic specifications: quantifier-free first-order specifications with equality. Compared to other works on axiom unfolding $[24,1]$, the enlargement is twofold. First, we do not reduce atomic formulas to equations but also consider any kind of predicates. Secondly, formulas are not restricted to Horn clauses (called conditional positive formulas when dealing with equational logic).

This extension allows us to answer one of the main drawbacks of test selection methods for algebraic specifications: the very strong condition on systems needed to ensure the existence of an exhaustive test set. We actually proved in [3] that, when dealing with conditional positive specifications (i.e. equational specifications where axioms are under the form of a conjunction of equations implying an equation) and when test cases are equations only, an exhaustive test set only exists under a condition we called initiality, which requires the system under test to behave like the specification on the equations appearing in the premises of the axioms. ${ }^{3}$ Since the system under test is supposed to be hidden in this framework of black-box testing, this condition can never be verified. We will show in this paper that when dealing with quantifier-free

[^1]first-order specifications and ground first-order formulas as test cases, no condition on systems is needed to ensure the existence of an exhaustive test set.

Our first goal was to consider the whole classical first-order language. However, we showed in [3] that proving the existence of an exhaustive test set for such specifications boiled down to show the correctness of the system under test itself. Testing a formula of the form $\exists X, \varphi(X)$ would actually amount to exhibit a witness value $a$ such that $\varphi(X)$ is interpreted as true by the system when substituting $X$ by $a$. Of course, there is no general way to exhibit such a pertinent value, but notice that astonishingly, exhibiting such a value would amount to simply prove the system with respect to the initial property. Thus, existential properties are not testable.

Related works. Other approaches of collaborations between proof and testing have recently been studied. For instance, testing can complement proof when a complete formal proof of the program correctness is not available [20]. Testing the weak parts of the proof, like pending lemmas, helps to gain confidence in the correctness of the program. In this approach, the testing process is not studied on its own, but rather as a complementary pragmatic approach to formal proof. Thus, exhaustivity or selection criteria are not investigated since the properties to test are given by the missing parts of the proof.

Closer to our own approach are the works $[11,24,8,10,9]$. The properties under test are directly derived from the axioms of the specification. A property under test is rewritten into a set of elementary properties, so that testing each of these properties separately is equivalent to testing the initial property. Intuitively, the rewriting of the initial property comes down to making a case analysis. This case analysis gives rise to a partition of the test set, such that at least a test case will be selected in each subset of the partition. For instance, either Boolean expressions are transformed into equivalent disjunctive normal forms, each conjunction becoming a set of the partition, or conditional axioms are reduced to equations by keeping only variable substitutions validating preconditions. In general, the family of elementary properties covers all the instances of the initial property, thus proving the soundness and the completeness of the selection criteria defined by the rewriting procedure for a given property. However, for all these works, axioms are necessarily the starting point of the testing process and more complicated properties involving several axioms are not considered. Since the aim of testing is to make the program under test fail, it is important to cover as many different behaviours as possible to have a hope to detect a failure. What we provide here is a more general approach allowing any formula to be tested, not only axioms and with non restricted form, given a quantifier-free first-order specification.

Some works on specification-based testing [22,21] have already considered a similar class of formulas. They propose a mixed approach combining black-box and white-box testing to deal with the problem of non-observable data types. From the selection point of view, they do not propose any particular strategy, but only the substitution of axiom variables for some arbitrarily chosen data. On the contrary, following the specification-based testing framework proposed in [18], we characterise an exhaustive test set for such specifications. Moreover, by extending the unfolding-based selection criteria family defined for conditional positive equational specifications, we define a sound and complete unfolding procedure devoted to the coverage of quantifier-free first-order axioms.

Structure of the paper. The organisation of the paper follows the framework defined in $[7,18]$, that we instantiate with the formalism of quantifier-free first-order logic. Section 1 recalls standard notations of quantifier-free first-order logic and gives the sequent calculus our selection method is based on. It also provides the example which is going to be used all along the paper. Section 2 sets the formal framework for testing from logical specifications: the underlying test hypotheses and observability restrictions are given, the notion of correctness of a system with respect to its specification is defined and an exhaustive test set for quantifier-free first-order specifications is characterised. In Section 3, the selection method by means of selection criteria is presented. We present our own selection method by axiom unfolding in Section 4 and prove its soundness and completeness.

This paper is an extension of [2] where we defined a test selection method based on axiom unfolding for first-order specifications but where equality was handled as any other predicate. We were thus loosing the natural, concise and efficient reasoning associated to equality: the replacement of equal by equal. We solve this problem here by using an additional inference rule called paramodulation. The paramodulation rule originally belongs to a calculus used as a refutational theorem proving method for firstorder logic with equality [27]. Following the same principles that lead to resolution, Robinson and Wos introduced the paramodulation rule to replace several steps of resolution by an instantiation and the replacement of a subterm. In this paper, we then propose to define our test selection method based on axiom unfolding using a sequent calculus enriched by paramodulation.

## 1 Preliminaries

### 1.1 Quantifier-free first-order specifications with equality

Syntax. A (first-order) signature $\Sigma=(S, F, P, V)$ consists of a set $S$ of sorts, a set $F$ of operation names each one equipped with an arity in $S^{*} \times S$, a set $P$ of predicate names each one equipped with an arity in $S^{+}$and an $S$-indexed set of variables $V$. In the sequel, an operation name $f$ of arity $\left(s_{1} \ldots s_{n}, s\right)$ will be denoted by $f: s_{1} \times \ldots \times s_{n} \rightarrow s$, and a predicate name $p$ of arity $\left(s_{1} \ldots s_{n}\right)$ will be denoted by $p: s_{1} \times \ldots \times s_{n}$.

Given a signature $\Sigma=(S, F, P, V), T_{\Sigma}(V)$ and $T_{\Sigma}$ are both $S$-indexed sets of terms with variables in $V$ and ground terms, respectively, freely generated from variables and operations in $\Sigma$ and preserving arity of operations. A substitution is any mapping $\sigma: V \rightarrow T_{\Sigma}(V)$ that preserves sorts. Substitutions are naturally extended to terms with variables.
$\Sigma$-atomic formulas are formulas of the form $t=t^{\prime}$ with $t, t^{\prime} \in T_{\Sigma}(V)_{s}$ or $p\left(t_{1}, \ldots, t_{n}\right)$ with $p: s_{1} \times \ldots \times s_{n}$ and $t_{i} \in T_{\Sigma}(V)_{s_{i}}$ for each $i, 1 \leq i \leq n$. A $\Sigma$-formula is a quantifierfree first-order formula built from atomic formulas and Boolean connectives $\neg, \wedge, \vee$ and $\Rightarrow$. As usual, variables of quantifier-free formulas are implicitly universally quantified. A $\Sigma$-formula is said ground if it does not contain variables. Let us denote $\operatorname{For}(\Sigma)$ the set of all $\Sigma$-formulas.

A specification $S p=(\Sigma, A x)$ consists of a signature $\Sigma$ and a set $A x$ of quantifier-free formulas built over $\Sigma$. Formulas in $A x$ are often called axioms.

Semantics. A $\Sigma$-model $\mathcal{M}$ is an $S$-indexed set $M=\left(M_{s}\right)_{s \in S}$ equipped for each $f$ : $s_{1} \times \ldots \times s_{n} \rightarrow s \in F$ with a mapping $f^{\mathcal{M}}: M_{s_{1}} \times \ldots \times M_{s_{n}} \rightarrow M_{s}$ and for each
predicate $p: s_{1} \times \ldots \times s_{n}$ with an $n$-ary relation $p^{\mathcal{M}} \subseteq M_{s_{1}} \times \ldots \times M_{s_{n}} . \operatorname{Mod}(\Sigma)$ is the set of all $\Sigma$-models.

Given a $\Sigma$-model $\mathcal{M}$, a $\Sigma$-assignment in $M$ is any mapping $\nu: V \rightarrow M$ preserving sorts, i.e. $\nu\left(V_{s}\right) \subseteq M_{s}$. Assignments are naturally extended to terms with variables. A $\Sigma$-model $\mathcal{M}$ satisfies for an assignment $\nu$ a $\Sigma$-atomic formula $p\left(t_{1}, \ldots, t_{n}\right)$ if and only if $\left(\nu\left(t_{1}\right), \ldots, \nu\left(t_{n}\right)\right) \in p^{\mathcal{M}}$. The satisfaction of a $\Sigma$-formula $\varphi$ for an assignment $\nu$ by $\mathcal{M}$, denoted by $\mathcal{M} \models_{\nu} \varphi$, is inductively defined on the structure of $\varphi$ from the satisfaction for $\nu$ of atomic formulas of $\varphi$ and using the classic semantic interpretation of Boolean connectives. $\mathcal{M}$ validates a formula $\varphi$, denoted by $\mathcal{M} \models \varphi$, if and only if for every assignment $\nu: V \rightarrow M, \mathcal{M} \models \nu \varphi$.

Given $\Psi \subseteq \operatorname{For}(\Sigma)$ and two $\Sigma$-models $\mathcal{M}$ and $\mathcal{M}^{\prime}, \mathcal{M}$ is $\Psi$-equivalent to $\mathcal{M}^{\prime}$, denoted by $\mathcal{M} \equiv \Psi \mathcal{M}^{\prime}$, if and only if we have: $\forall \varphi \in \Psi, \mathcal{M} \models \varphi \Longleftrightarrow \mathcal{M}^{\prime} \models \varphi$.

Given a specification $S p=(\Sigma, A x)$, a $\Sigma$-model $\mathcal{M}$ is an $S p$-model if for every $\varphi \in A x, \mathcal{M} \models \varphi \cdot \operatorname{Mod}(S p)$ is the subset of $\operatorname{Mod}(\Sigma)$ whose elements are all $S p$-models. A $\Sigma$-formula $\varphi$ is a semantic consequence of a specification $S p=(\Sigma, A x)$, denoted by $S p \models \varphi$, if and only if for every $S p$-model $\mathcal{M}$, we have $\mathcal{M} \models \varphi . S p{ }^{\bullet}$ is the set of all semantic consequences.

Herbrand model. Given a set of quantifier-free formulas $\Psi \subseteq \operatorname{For}(\Sigma)$, let us denote $\mathcal{H}_{T_{\Sigma}}$ the $\Sigma$-model, classically called the Herbrand model of $\Psi$,

- defined by the $\Sigma$-algebra
- whose carrier is $T_{\Sigma} / \approx$ where $\approx$ is the congruence on terms in $T_{\Sigma}$ defined by $t \approx t^{\prime}$ if and only if $\Psi \models t=t^{\prime}$
- whose operation meaning is defined for every operation $f: s_{1} \times \ldots \times s_{n} \rightarrow s \in F$ by the mapping $f^{\mathcal{H}_{T_{\Sigma}}}:\left(\left[t_{1}\right], \ldots,\left[t_{n}\right]\right) \mapsto\left[f\left(t_{1}, \ldots, t_{n}\right)\right]$
- such that $\left(\left[t_{1}\right], \ldots,\left[t_{n}\right]\right) \in p^{\mathcal{H}_{T_{\Sigma}}}$ if and only if $\Psi \models p\left(t_{1}, \ldots, t_{n}\right)$.

This structure is valid since by definition, $\approx$ is a congruence (i.e. compatible with operations and predicates). It is easy to show that $\Psi \models \varphi \Leftrightarrow \mathcal{H}_{T_{\Sigma}} \models \varphi$ for every ground formula $\varphi$, and then $\mathcal{H}_{T_{\Sigma}} \in \operatorname{Mod}((\Sigma, \Psi))$.

Calculus. A calculus for quantifier-free first-order specifications is defined by the following inference rules, where $\Gamma \vdash \Delta$ is a sequent such that $\Gamma$ and $\Delta$ are two multisets of quantifier-free first-order formulas:

$$
\begin{aligned}
& \overline{\Gamma, \varphi \vdash \Delta, \varphi} \text { Taut } \quad \overline{\Gamma \vdash \Delta} \mathrm{Ax} \quad(\Gamma \vdash \Delta \in A x) \quad \overline{\Gamma \vdash \Delta, t=t} \operatorname{Ref} \\
& \frac{\Gamma \vdash \Delta, s=t \quad \Gamma^{\prime} \vdash \Delta^{\prime}, \varphi[r]}{\sigma(\Gamma), \sigma\left(\Gamma^{\prime}\right) \vdash \sigma(\Delta), \sigma\left(\Delta^{\prime}\right), \sigma(\varphi[t])} \text { Para } \quad \begin{array}{c}
(\sigma \text { mgu of } s \text { and } r, \\
r \text { not a variable })
\end{array} \\
& \frac{\Gamma \vdash \Delta, \varphi}{\Gamma, \neg \varphi \vdash \Delta} \text { Left- } \neg \\
& \frac{\Gamma, \varphi, \psi \vdash \Delta}{\Gamma, \varphi \wedge \psi \vdash \Delta} \text { Left-^ } \\
& \frac{\Gamma, \varphi \vdash \Delta \quad \Gamma, \psi \vdash \Delta}{\Gamma, \varphi \vee \psi \vdash \Delta} \text { Left-V } \\
& \frac{\Gamma, \varphi \vdash \Delta}{\Gamma \vdash \Delta, \neg \varphi} \text { Right- } \neg \\
& \frac{\Gamma \vdash \Delta, \varphi \quad \Gamma \vdash \Delta, \psi}{\Gamma \vdash \Delta, \varphi \wedge \psi} \text { Right- } \wedge \\
& \frac{\Gamma \vdash \Delta, \varphi, \psi}{\Gamma \vdash \Delta, \varphi \vee \psi} \text { Right- } \vee \\
& \frac{\Gamma \vdash \Delta, \varphi \quad \Gamma, \psi \vdash \Delta}{\Gamma, \varphi \Rightarrow \psi \vdash \Delta} \text { Left- } \Rightarrow \\
& \frac{\Gamma, \varphi \vdash \Delta, \psi}{\Gamma \vdash \Delta, \varphi \Rightarrow \psi} \text { Right- } \Rightarrow \\
& \frac{\Gamma \vdash \Delta}{\sigma(\Gamma) \vdash \sigma(\Delta)} \text { Subs } \\
& \frac{\Gamma \vdash \Delta, \varphi \quad \Gamma^{\prime}, \varphi \vdash \Delta^{\prime}}{\Gamma, \Gamma^{\prime} \vdash \Delta, \Delta^{\prime}} \mathrm{Cut}
\end{aligned}
$$

Since we only consider quantifier-free formulas, rules for the introduction of quantifiers are useless.

Normalisation of sequents. Since the inference rules associated to Boolean connectives are reversible, they can be used from bottom to top to transform any sequent $\vdash \varphi$, where $\varphi$ is a quantifier-free formula, into a set of sequents $\Gamma_{i} \vdash \Delta_{i}$ where every formula in $\Gamma_{i}$ and $\Delta_{i}$ is atomic. Such sequents will be called normalised sequents.

This transformation is very useful, since we can show that every proof tree can be transformed into a proof tree of same conclusion and such that Para, Cut and Subs rules never occur under rule instances associated to Boolean connectives. This only holds under the assumption that axioms and tautologies introduced as leaves are normalised sequents. Then, all the sequents manipulated at the top of the proof tree are normalised, while the bottom of the proof tree only consists in applying rules to introduce Boolean connectives.

This transformation is obtained from basic transformations defined as rewriting rules where $\rightsquigarrow$ is the rewriting relation between elementary proof trees. For instance, the following rewriting rule allows to make any instance of the Cut rule go over an instance of the Left- $\neg$ rule occurring on its left-hand side:

$$
\frac{\frac{\Gamma \vdash \Delta, \psi, \varphi}{\Gamma, \neg \varphi \vdash \Delta, \psi} \text { Left } \neg \Gamma^{\prime}, \psi \vdash \Delta^{\prime}}{\Gamma, \Gamma^{\prime}, \neg \varphi \vdash \Delta, \Delta^{\prime}} \mathrm{Cut} \rightsquigarrow \frac{\frac{\Gamma \vdash \Delta, \psi, \varphi \quad \Gamma^{\prime}, \psi \vdash \Delta^{\prime}}{\Gamma, \Gamma^{\prime} \vdash \Delta, \Delta^{\prime}, \varphi} \mathrm{Cut}}{\Gamma, \Gamma^{\prime}, \neg \varphi \vdash \Delta, \Delta^{\prime}} \text { Left- }
$$

The other basic transformations are defined in the same way. Therefore, using proof terms for proofs, with a recursive path ordering $>^{r p o}$ to order proofs induced by the well-founded relation (precedence) $>$ on rule instances

$$
\text { Ax, Taut }>\text { Para, Cut, Subs }>\text { Left-@, Right-@, where } @ \in\{\neg, \wedge, \vee, \Rightarrow\}
$$

we show that the transitive closure of $\rightsquigarrow$ is contained in the relation $>^{r p o}$, and thus that $\rightsquigarrow$ is terminating.

This last result states that every sequent is equivalent to a set of normalised sequents, which allows to only deal with normalised sequents. Therefore, in the following, we will suppose that the specification axioms are given under the form of normalised sequents.

Remark. The normalised sequents can obviously be transformed into formulas in clausal form. Then the Cut rule can be replaced by the rule

$$
\frac{\{\varphi\} \cup \neg \Gamma \cup \Delta \quad\{\neg \varphi\} \cup \neg \Gamma^{\prime} \cup \Delta^{\prime}}{\neg \Gamma \cup \neg \Gamma^{\prime} \cup \Delta \cup \Delta^{\prime}}
$$

We can easily show that in a proof tree, the substitution rule can always be applied just before the cut rule instead of just after, since it does not change the proof:
$\frac{\frac{\Gamma \vdash \Delta, \varphi \Gamma^{\prime}, \varphi \vdash \Delta^{\prime}}{\Gamma, \Gamma^{\prime} \vdash \Delta, \Delta^{\prime}} \text { Cut }}{\sigma(\Gamma), \sigma\left(\Gamma^{\prime}\right) \vdash \sigma(\Delta), \sigma\left(\Delta^{\prime}\right)}$ Subs $\rightsquigarrow \frac{\frac{\Gamma \vdash \Delta, \varphi}{\sigma(\Gamma) \vdash \sigma(\Delta), \sigma(\varphi)} \text { Subs } \frac{\Gamma^{\prime}, \varphi \vdash \Delta^{\prime}}{\sigma(\Gamma), \sigma\left(\Gamma^{\prime}\right) \vdash \sigma(\Delta), \sigma\left(\Delta^{\prime}\right)} \text { 位 }}{}$ Subs
It is then possible to combine the substitution and the cut rules to obtain the classical resolution rule:

$$
\frac{\{\varphi\} \cup \neg \Gamma \cup \Delta \quad\left\{\neg \varphi^{\prime}\right\} \cup \neg \Gamma^{\prime} \cup \Delta^{\prime}}{\sigma\left(\neg \Gamma \cup \neg \Gamma^{\prime} \cup \Delta \cup \Delta^{\prime}\right)}
$$

where $\sigma$ is a unifier of $\varphi$ and $\varphi^{\prime}$.
Actually, as we will see afterwards, this is the rule of resolution which is implemented in our unfolding algorithm. However, we believe that using the sequent calculus makes the completeness proof easier.

The soudness and completeness of the resolution calculus with paramodulation is well-known [27]. Therefore, the sequent calculus presented above is also sound and complete. Thus, for a given set of formulas, the set of syntactic and semantic consequences of these formulas coincide: theorems for this set of formulas are exactly its semantic consequences. From now on, we will then speak about theorems and semantic consequences without making any difference, in the framework of first-order logic.

### 1.2 Running example

By way of illustration, we give a specification of sorted lists of positive rationals, using the notations from the algebraic specification language CASL [25].

```
spec RatList \(=\)
    types Nat \(::=0 \mid s(N a t)\)
            Rat \(::=\) _/ (Nat, Nat)
            List \(::=[] \mid-::\) _(Rat, List)
        ops add: Nat \(\times\) Nat \(\rightarrow\) Nat
        mult : Nat \(\times\) Nat \(\rightarrow\) Nat
        insert : Rat \(\times\) List \(\rightarrow\) List
    preds ltn : Nat \(\times\) Nat
            \(l t r:\) Rat \(\times\) Rat
            isin : Rat \(\times\) List
vars \(x, y, u, v:\) Nat; e: Rat; l: List
- \(\operatorname{add}(x, 0)=x\)
- \(\operatorname{add}(x, s(y))=s(\operatorname{add}(x, y))\)
- \(\operatorname{mult}(x, 0)=0\)
- \(\operatorname{mult}(x, s(y))=\operatorname{add}(x, \operatorname{mult}(x, y))\)
- \(\operatorname{ltn}(0, s(x))\)
- \(\neg l t n(x, 0)\)
- \(\operatorname{ltn}(s(x), s(y)) \Leftrightarrow l \ln (x, y)\)
- \(x / s(y)=u / s(v) \Leftrightarrow \operatorname{mult}(x, s(v))=\operatorname{mult}(u, s(y))\)
- \(\operatorname{ltr}(x / s(y), u / s(v)) \Leftrightarrow \operatorname{ltn}(\operatorname{mult}(x, s(v)), \operatorname{mult}(u, s(y)))\)
- \(\operatorname{insert}(x / s(y),[])=x / s(y)::[]\)
- \(x / s(y)=e \Rightarrow \operatorname{insert}(x / s(y), e:: l)=e:: l\)
- \(l \operatorname{tr}(x / s(y), e) \Rightarrow \operatorname{insert}(x / s(y), e:: l)=x / s(y):: e:: l\)
- \(\operatorname{ltr}(e, x / s(y)) \Rightarrow \operatorname{insert}(x / s(y), e:: l)=e:: \operatorname{insert}(x / s(y), l)\)
- \(\neg \operatorname{isin}(x / s(y),[])\)
- \(\operatorname{isin}(x / s(y), e:: l) \Leftrightarrow x / s(y)=e \vee i \sin (x / s(y), l)\)
end
```

We first give a specification of naturals, built from constructors 0 and successor $s$. The addition add and the multiplication mult on naturals are specified as usual, as well as the predicate "less than" ltn. The constructor operation _/_ then builds rationals from pairs of naturals. Two rationals $x / y$ and $u / v$ are equal if $x \times v=u \times y$. Since we
consider only positive rationals, $x / y$ is less than $u / v$ (ltr predicate) if $x \times v$ is less than $u \times y$.

Lists of rationals are then built from constructors [] and _ :: _ as usual. The insertion insert of a rational in a sorted list needs to consider four cases: the list is empty, then the rational becomes the only element of the list; the first element of the list is equal to the rational to insert, then the element is not repeated; the first element of the list is greater than the rational to insert, then it is inserted at the head; the first element of the list is less than the rational to insert, then the insertion is tried in the rest of the list. The membership predicate isin is specified saying that there is no element in the empty list, and that searching for an element in a non-empty list comes down to finding it at the head of the list or to searching it in the rest of the list.

Axioms are then transformed into normalised sequents, as explained above. For example, the normalisation of the right-to-left implication of the axiom

$$
i \sin (x / s(y), e:: l) \Leftrightarrow x / s(y)=e \vee i \sin (x / s(y), l)
$$

leads to the two normalised sequents 19 and 20 (see below) thanks to the following proof tree:

$$
\frac{x / s(y)=e \vdash i \sin (x / s(y), e:: l) \quad i \sin (x / s(y), l) \vdash i \sin (x / s(y), e:: l)}{x / s(y)=e \vee i \sin (x / s(y), l) \vdash i \sin (x / s(y), e:: l)} \text { Left-V }
$$

Using the same transformation, the normalisation of the specification axioms leads to the following 20 sequents:

```
\(\vdash \operatorname{add}(x, 0)=x\)
\(\vdash \operatorname{add}(x, s(y))=s(\operatorname{add}(x, y))\)
\(\vdash \operatorname{mult}(x, 0)=0\)
\(\vdash \operatorname{mult}(x, s(y))=\operatorname{add}(x, \operatorname{mult}(x, y))\)
\(\vdash \operatorname{ltn}(0, s(x))\)
\(l t n(x, 0) \vdash\)
\(\operatorname{ltn}(s(x), s(y)) \vdash \operatorname{ltn}(x, y)\)
\(\operatorname{ltn}(x, y) \vdash \operatorname{ltn}(s(x), s(y))\)
\(x / s(y)=u / s(v) \vdash \operatorname{mult}(x, s(v))=\operatorname{mult}(u, s(y))\)
\(\operatorname{mult}(x, s(v))=\operatorname{mult}(u, s(y)) \vdash x / s(y)=u / s(v)\)
\(\operatorname{ltr}(x / s(y), u / s(v)) \vdash \operatorname{ltn}(\operatorname{mult}(x, s(v)), \operatorname{mult}(u, s(y)))\)
\(\operatorname{ltn}(\operatorname{mult}(x, s(v)), \operatorname{mult}(u, s(y))) \vdash \operatorname{ltr}(x / s(y), u / s(v))\)
\(\vdash \operatorname{insert}(x / s(y),[])=x / s(y)::[]\)
\(x / s(y)=e \vdash \operatorname{insert}(x / s(y), e:: l)=e:: l\)
\(\operatorname{ltr}(x / s(y), e) \vdash \operatorname{insert}(x / s(y), e:: l)=x / s(y):: e:: l\)
\(l t r(e, x / s(y)) \vdash \operatorname{insert}(x / s(y), e:: l)=e:: \operatorname{insert}(x / s(y), l)\)
\(i \sin (x / s(y),[]) \vdash\)
\(i \sin (x / s(y), e:: l) \vdash x / s(y)=e, \operatorname{isin}(x / s(y), l)\)
\(x / s(y)=e \vdash i \sin (x / s(y), e:: l)\)
\(i \sin (x / s(y), l) \vdash i \sin (x / s(y), e:: l)\)
```

From now on, the axioms of the specification RatList will only be used under this normalised form, we will only refer to these 20 normalised axioms.

## 2 Testing from logical specifications

### 2.1 Test hypotheses and observability restrictions

To be able to test a system against its specification, a general common semantic framework must be provided where the system and the specification behaviours can be compared. The system is assumed to implement sorts, operations and predicates given in the specification signature. In other words, given a logical specification $(\Sigma, A x)$, it gives an interpretation to symbols in $\Sigma$. Its behaviour is then considered as a $\Sigma$-model, that is an element of $\operatorname{Mod}(\Sigma)$. For instance, an implementation of the RatList specification must implement naturals, rationals and lists, as well as the associated operations and predicates. Lists may be implemented with a list type in Caml or as arrays or linked lists in C for instance.

The system under test being a formal model, the properties it validates may be expressed as formulas. Test cases that are going to be submitted to the system are then formulas built over the specification signature, which are elements of $\operatorname{For}(\Sigma)$. For instance, properties to test on an implementation of RatList could be:

$$
\begin{aligned}
& \operatorname{insert}(1 / 2,1 / 4:: 2 / 3::[])=1 / 4:: 1 / 2:: 2 / 3::[] \\
& \operatorname{isin}(2 / 6,1 / 6:: 1 / 3:: 1 / 2::[]) \\
& \operatorname{isin}(3 / 4, l) \Rightarrow \operatorname{isin}(\operatorname{mult}(3, n) / \operatorname{mult}(4, n), l) \\
& \operatorname{isin}(x, l) \Rightarrow \operatorname{insert}(x, l)=l
\end{aligned}
$$

However, not every formula can be submitted to the system. The system must be able to evaluate the success or failure of the test case it is executed on. Actually, the third and fourth formulas above cannot be evaluated by a program, since they contain variables, that the program does not know how to interpret. Formulas that can be evaluated by the system under test are called observable formulas. Test cases then are chosen among observable formulas. When dealing with first-order specifications, the only requirement is that test cases must not contain non-instantiated variables. Test cases for the third and fourth properties above must then be ground instances of these formulas:

$$
\begin{aligned}
& \operatorname{isin}(3 / 4,1 / 2:: 3 / 4::[]) \Rightarrow \operatorname{isin}(\operatorname{mult}(3,5) / \operatorname{mult}(4,5), 1 / 2:: 3 / 4::[]) \\
& i \sin (3 / 4,12 / 16::[]) \Rightarrow \operatorname{isin}(\operatorname{mult}(3,4) / \operatorname{mult}(4,4), 12 / 16::[]) \\
& \operatorname{isin}(3 / 5,[]) \Rightarrow \operatorname{insert}(3 / 5,[])=[] \\
& \operatorname{isin}(2 / 6,1 / 6:: 1 / 3::[]) \Rightarrow \operatorname{insert}(2 / 6,1 / 6:: 1 / 3::[])=1 / 6:: 1 / 3::[]
\end{aligned}
$$

Observable formulas then are all ground formulas. The set of observable formulas is denoted by Obs.

### 2.2 Correctness and exhaustivity

Under these hypotheses, it is possible to formally define the notion of correctness of a system with respect to its specification.

This notion is closely related to the interpretation of the submission of test cases. Since the system is considered as a formal model $\mathcal{S} \in \operatorname{Mod}(\Sigma)$ and a test case is a ground formula $\varphi \in \operatorname{For}(\Sigma)$, the success of the submission of $\varphi$ to $\mathcal{S}$ is defined in terms of formula satisfaction: $\varphi$ is successful for $\mathcal{S}$ if and only if $\mathcal{S} \models \varphi$. A test set $T$ being a set of test cases, that is $T \subseteq \operatorname{For}(\Sigma), T$ will be said successful for $\mathcal{S}$ if and only if every test case in $T$ is successful: $\mathcal{S} \models T$ if and only if for all $\varphi \in T, \mathcal{S} \models \varphi$.

Following an observational approach [15], a system will be considered as a correct implementation of its specification if, as a model, it cannot be distinguished from a model of the specification. Since the system can only be observed through the observable formulas it satisfies, it is required to be equivalent to a model of the specification up to these observability restrictions.

Definition 1 (Correctness) A system $\mathcal{S}$ is correct for $S p$ via Obs, denoted by $\operatorname{Correct}_{O b s}(\mathcal{S}, S p)$, if and only if there exists a model $\mathcal{M}$ in $\operatorname{Mod}(S p)$ such that $\mathcal{M}$ validates exactly the same observable formulas as $\mathcal{S}: \mathcal{M} \equiv_{\text {Obs }} \mathcal{S}$.

This means that, to be correct, an implementation of the specification must at least satisfy all the observable formulas that the specification satisfies (the implementation cannot do nothing for instance).

It is now possible to link the correctness of a system to the success of the submission of a test set. The first property required on a test set is that it does not reject correct systems. For instance, a correct implementation of RatList would be rejected by test cases like $\operatorname{ltr}(1 / 2,1 / 3)$ or $\operatorname{isin}(2 / 5,[])$ which do not hold for the specification. It could also be rejected by a test case like $\operatorname{insert}(1 / 2,3 / 4:: 1 / 3::[])=1 / 2:: 3 / 4:: 1 / 3::[]$ which is not part of the specification (the operation insert is not specified for unsorted lists). Therefore, such test cases are not wanted. A test set that does not reject correct systems is called unbiased. Thus, if a system fails for an unbiased test set, it is proved to be incorrect.

Conversely, if a test set rejects any incorrect system (but perhaps also correct ones), it is called valid. Then if a system passes a valid test set, it is proved to be correct. Incorrect implementations would not be rejected by tautologies like $1 / 2=1 / 2$ for instance. As another example, an incorrect implementation of the operation isin for which $i \sin (x, l)$ always holds would not be rejected by test cases like $i \sin (3 / 4,3 / 4::[])$ or $\operatorname{isin}(1 / 2,1 / 3:: 1 / 2::[])$, that do not cover all the specified behaviours. Such test sets are not sufficient to reject incorrect systems, they cannot form a valid test set.

An ideal test set would have at the same time the unbias and validity properties. The success of the submission of such a test set would actually prove the correctness of the system. Such a test set is called exhaustive.

Definition 2 (Exhaustivity) Let $\mathcal{K} \subseteq \operatorname{Mod}(\Sigma)$ be a class of models. A test set $T$ is exhaustive for $\mathcal{K}$ with respect to $S p$ and $O b s$ if and only if

$$
\forall \mathcal{S} \in \mathcal{K}, \quad \mathcal{S} \models T \Leftrightarrow \operatorname{Correct}_{O b s}(\mathcal{S}, S p)
$$

The existence of an exhaustive test set ensures that it is possible to prove the correctness of the system under test with respect to its specification. To put it in a dual way, it ensures that for any incorrect system, there exists a test case making this system fail. Therefore, it is relevant to test this system with respect to its specification since its correctness can be asymptotically approached by submitting a potentially infinite test set. As a correctness reference, the exhaustive test set is then appropriate to start the selection of a finite test set of reasonable size.

### 2.3 Existence of an exhaustive test set

However, as we proved in [3], depending on the nature of the specification, on the observability restrictions and on the class of systems $\mathcal{K}$, an exhaustive test set does not necessarily exist.

The most natural ideal test set one could think of is the set of all ground instances of the specification axioms. However, it might happen that due to observability restrictions, some of these formulas cannot be chosen as test cases.

For instance, in practise, when dealing with algebraic specifications, test cases are restricted to ground equations on terms of particular sorts called observable sorts. These sorts are those equipped with an equality predicate in the programming language used to implement the system under test. In general, basic sorts like Booleans or integers are observable, but more complex data types like lists, trees or sets are not. Therefore, an axiom that would be an equation between terms of non-observable sort cannot be submitted as a test case since the oracle problem cannot be solved by the system under test. A classical answer to this problem is to assume that non-observable sorts are observable through observable contexts. For instance, a list $L$ may be compared to another list $L^{\prime}$ by first comparing their first element head $(L)$ and head $\left(L^{\prime}\right)$, then their second one head $(\operatorname{tail}(L))$ and $\operatorname{head}\left(\operatorname{tail}\left(L^{\prime}\right)\right)$, and so on. Then lists are most of the time observed through contexts head $\left(\operatorname{tail}^{n}(\bullet)\right)$ which is, in general, sufficient.

Another problem arises when specification axioms are not themselves equations, but for instance positive conditional formulas, that are a conjunction of equations implying an equation. In this case, axioms cannot be directly submitted as test cases, since they do not have the required form for test cases. A condition then has to be imposed to the system under test to ensure that the satisfaction of test cases as equations by the system is sufficient to prove the satisfaction of axioms. This condition is called initiality and imposes that the system under test behaves like the initial algebra (and so like the specification) on premises of axioms. The class $\mathcal{K}$ must then be restricted to systems satisfying this initiality condition. The interested reader may refer to [3] to a full study of conditions ensuring exhaustivity for algebraic specifications.

Moreover, as mentioned in the introduction, since the aim of testing is to make the system fail, the larger the exhaustive test set is, the better and the finer the detection of failures will be.

Among all possible test sets, the largest one is the set of semantic consequences of the specification. As a matter of fact, to be correct, the system under test must be observationally equivalent to a model of the specification, it must then satisfy exactly the same observable formulas as this model does. Now, formulas satisfied by all the models of a specification are by definition the semantic consequences of this specification, which set is denoted by $S p^{\bullet}$. The system must then satisfy exactly the semantic consequences of the specification which are observable, i.e. formulas in $S p^{\bullet} \cap O b s$.

We show here that considering a specification $S p$ with quantifier-free first-order axioms and the set of all ground first-order formulas as the set of observable formulas $O b s$, the exhaustivity of $S p^{\bullet} \cap O b s$ holds without conditions on the system under test, that is $\mathcal{K}=\operatorname{Mod}(\Sigma)$.

Theorem 1 Let $S p=(\Sigma, A x)$ be a quantifier-free first-order specification and Obs be the set of all ground first-order formulas. Then $S p^{\bullet} \cap$ Obs is exhaustive for $\operatorname{Mod}(\Sigma)$.

Proof
$(\Rightarrow)$ Let $\mathcal{S}$ be a system, i.e. $\mathcal{S} \in \operatorname{Mod}(\Sigma)$, such that $\mathcal{S} \models S p^{\bullet} \cap O b s$. Let us show that Correct $_{\text {Obs }}(\mathcal{S}, S p)$.

Define $\operatorname{Th}(\mathcal{S})=\{\varphi \in \operatorname{Obs} \mid \mathcal{S} \models \varphi\}$. Let $\mathcal{H}_{T_{\Sigma}} \in \operatorname{Mod}(\Sigma)$ be the Herbrand model of $\operatorname{Th}(\mathcal{S})$. By definition, we have that $\mathcal{S} \equiv{ }_{O b s} \mathcal{H}_{T_{\Sigma}}$. Let us then show that $\mathcal{H}_{T_{\Sigma}} \in \operatorname{Mod}(S p)$. Let $\varphi$ be an axiom of $S p$. Let $\nu: V \rightarrow \mathcal{H}_{T_{\Sigma}}$ be an assignment. By
definition, $\nu(\varphi)$ is a ground formula. By hypothesis, $\mathcal{S} \models \nu(\varphi)$ and then $\mathcal{H}_{T_{\Sigma}} \models \nu(\varphi)$. We conclude that $\mathcal{H}_{T_{\Sigma}} \models_{\nu} \varphi$.
$(\Leftarrow)$ Suppose that there exists $\mathcal{M} \in \operatorname{Mod}(S p)$ such that $\mathcal{M} \equiv_{O b s} \mathcal{S}$. Let $\varphi \in S p \bullet \cap O b$. By hypothesis, $\mathcal{M} \models \varphi$, then $\mathcal{S} \models \varphi$ as well.

In [3], we generalised Theorem 1 by distinguishing observable and non-observable sorts. This requires a syntactical condition on the specification, where non-observable atomic formulas must only appear at "positive" positions in the axioms ( $\varphi$ is at a positive position and $\psi$ at a negative position in $\varphi \wedge \neg \psi$ or in $\psi \Rightarrow \varphi$ for instance). See [3] for a complete presentation of this result. We do not consider non-observable sorts here for sake of simplicity.

## 3 Selection criteria

When it exists, the exhaustive test set is the starting point for the selection of a practical test set. In practise, experts apply selection criteria on a reference test set in order to extract a test set of reasonable size to submit to the system. The underlying idea is that all the test cases satisfying a certain selection criterion allow to detect the same class of incorrect systems. A selection criterion can then be seen as representing a fault model.

A selection criterion can be defined with respect to the size of the input data for instance, or with respect to the different specified behaviours of a given functionality. As an example, let us consider an implementation of the operation computing the multiplication of two square matrices of size $n \times n, n \geq 0$. One can consider that, if the implementation is not correct, it can be detected for small values of $n$, let say less than 5 . For $n \geq 5$, it can be assumed that the implementation will behave in a uniform way. This selection criteria is called the regularity hypothesis [7]. The implementation is assumed to behave in a uniform way for all input data of size greater than a given value. Therefore, in our example, it is sufficient to submit one test case for each value of $n$ between 1 and 4 , and one test case for $n \geq 5$, for instance with $n=7$.

To give an example of another selection criterion, let us consider a function whose behaviour depends on a given threshold value $t$ for one of its argument $a$. This function has three distinct behaviours, for $a<t, a=t$ and $a>t$. One can consider that the implementation of this function will behave in a uniform way for each of these sets of values. This selection criterion is called the uniformity hypothesis [7]. The implementation is assumed to behave in a uniform way for all input data respecting a given constraint. In other words, this hypothesis states that the test sets defined by these constraints form equivalent classes of behaviours, then submitting one test case for each of these classes is sufficient. Therefore, it is sufficient to submit one test case with $a<t$, one with $a=t$ and one with $a>t$ to test the function of our example.

These two hypotheses are very classical, most of the existing selection methods are based on them. The selection method presented in this paper is in particular based on the uniformity hypothesis. It is obvious that this hypothesis makes more sense for small test sets than for very large ones. The aim then is to divide the initial exhaustive test set into smaller sets, so that this hypothesis can be applied in a meaningful way.

A classical method for selecting test sets with respect to a selection criterion $C$ consists in dividing a reference test set $T$ into a family of test subsets $\left\{T_{i}\right\}_{i \in I_{C(T)}}$ in such a way to preserve all test cases, i.e. $T=\bigcup_{i \in I_{C(T)}} T_{i}$. The application of a selection
criterion associates a family of test sets to a given test set. All test cases in a test set $T_{i}$ are supposed to be equivalent to detect systems which are incorrect with respect to the fault model captured by $T_{i}$. The application of a selection criterion to a given test set $T$ allows to refine this test set. The obtained test subsets are more "specialised" than the initial test set, they correspond to more precise fault models than the one associated with $T$.

Definition 3 (Selection criterion) Let Exh be an exhaustive test set. A selection criterion $C$ is a mapping ${ }^{4} \mathcal{P}(E x h) \rightarrow \mathcal{P}(\mathcal{P}(E x h))$.

For all $T \subseteq E x h, C(T)$ being a family of test sets $\left\{T_{i}\right\}_{i \in I_{C(T)}}$ where $I_{C(T)}$ is the set of indexes associated with the application of criterion $C$ to $T$, we denote by $|C(T)|$ the set $\bigcup_{i \in I_{C(T)}} T_{i}$.

The construction of a test set relevant to a selection criterion must benefit from the division obtained by the application of this criterion. Test cases must be chosen so as not to loose any of the cases captured by the criterion.

Definition 4 (Satisfaction of a selection criterion) Let $T \subseteq E x h$ be a test set and $C$ be a selection criterion. A test set $T^{\prime}$ satisfies the criterion $C$ applied to $T$ if and only if:

$$
T^{\prime} \subseteq|C(T)| \wedge \forall i \in I_{C(T)}, T_{i} \neq \emptyset \Rightarrow T^{\prime} \cap T_{i} \neq \emptyset
$$

A test set satisfying a selection criterion contains at least one test case of each subset $T_{i}$ of the initial test set, when $T_{i}$ is not empty. A selection criterion may then be considered as a coverage criterion, according to the way it divides the initial test set. It can be used to cover a particular aspect of the specification. In this paper, the definition of selection criteria will be based on the coverage of the specification axioms. This selection method is called partition testing.

Example 1 If we come back to the RatList specification, the insert operation is specified inductively by four axioms. Testing this operation comes down to testing the generic formula $\operatorname{insert}(r, L)=L^{\prime}$, where $r, L, L^{\prime}$ are variables. Now, testing a formula consists in finding input data, that are ground substitutions to apply to the formula, in order to submit it to the program, bringing into play at least once each of these four axioms. Therefore, the set of test cases associated to the insert operation

$$
T=\left\{\operatorname{insert}(r, L)=L^{\prime} \mid r, L, L^{\prime} \in T_{\Sigma}, \operatorname{insert}(r, L)=L^{\prime} \in S p^{\bullet}\right\}
$$

can be split into four subsets:


[^2]```
\(T_{1}=\left\{\operatorname{insert}(x / s(y),[]) \quad=x / s(y)::[] \quad \mid x, y \in T_{\Sigma}\right\}\)
\(T_{2}=\left\{\operatorname{insert}(x / s(y), e:: l)=e:: l \quad \mid x / s(y)=e, x, y, e, l \in T_{\Sigma}\right\}\)
\(T_{3}=\left\{\operatorname{insert}(x / s(y), e:: l)=x / s(y):: e:: l \quad \mid \operatorname{ltr}(x / s(y), e), x, y, e, l \in T_{\Sigma}\right\}\)
\(T_{4}=\left\{\operatorname{insert}(x / s(y), e:: l)=e:: \operatorname{insert}(x / s(y), l) \mid \operatorname{ltr}(e, x / s(y)), x, y, e, l \in T_{\Sigma}\right\}\)
```

The three last sets can be split again according to the axioms specifying the equality between rationals (in the case of test set $T_{2}$ ), the $\operatorname{ltr}$ predicate ( $T_{3}$ and $T_{4}$ ) and the insert operation $\left(T_{4}\right)$.

The relevance of a selection criterion is determined by the link between the initial test set and the family of test sets obtained by the application of this criterion.

Definition 5 (Properties) Let $C$ be a selection criterion and $T$ be a test set.

- $C$ is said sound for $T$ if and only if $|C(T)| \subseteq T$
- $C$ is said complete for $T$ if and only if $|C(T)| \supseteq T$

These properties are essential for the definition of an appropriate selection criterion. The soundness of a criterion ensures that test cases are really selected among the initial test set. The application of the criterion does not add any new test case. Additional test cases may actually bias the test set, making a correct system fail. Reciprocally, if the selection criterion is complete, no test case of the initial test set is lost. If some test cases are missing, an incorrect system may pass the test set, while it should have failed on the missing test cases. A sound and complete selection criterion then has the property to preserve exactly all the test cases of the test set it divides, and then to preserve the unbias and the validity (and so the exhaustivity) of the initial test set.

## 4 Axiom unfolding

Building a test set to submit to the system consists in defining a method for dividing the initial test set into subsets and then, assuming the uniformity hypothesis, in choosing one test case in each of the obtained subsets. We will here present our method for defining relevant selection criteria in order to guide the final choice of the test cases. The application of the selection criteria will allow to refine the initial test set by characterising test subsets which respect given constraints on the input data.

### 4.1 Test sets for quantifier-free first-order formulas

The selection method we are going to present is called axiom unfolding and is based on a case analysis of the specification. This procedure was first defined for positive conditional specifications $[6,7,24,1]$, i.e. axioms are formulas where a conjunction of equations implies another equation. In this setting, test cases are only equations. The exhaustive test set is the set of equations of the form $f\left(t_{1}, \ldots, t_{n}\right)=t$ where $f$ is an operation of the signature, $t_{1}, \ldots, t_{n}, t$ are ground terms and such that this equation is a semantic consequence of the specification. To divide this initial test set comes down to dividing each test set associated to a given operation of the signature. The equation $f\left(t_{1}, \ldots, t_{n}\right)=t$ characterising this test set (when $f$ is given) is called a test purpose. The operation $f$ is specified by a certain number of axioms in the specification, which define the behaviour of this operation by cases, according to the different values of its
inputs. The set of test cases for $f$ will then be divided according to these different cases, that are the different axioms specifying this operation, as we showed in the previous section in Example 1.

Here, we generalise this procedure to quantifier-free first-order specifications. Since a test case may be any quantifier-free first-order formula, dividing the initial exhaustive test set comes down to dividing each test set associated to a given formula, chosen to be a test purpose. The test set associated to a formula naturally is the set of ground instances of this formula which are consequences of the specification.

Definition 6 (Test set for a formula) Let $S p=(\Sigma, A x)$ be a quantifier-free firstorder specification. Let $\varphi$ be a quantifier-free first-order formula, called test purpose. The test set for $\varphi$, denoted by $T_{\varphi}$, is the following set:

$$
T_{\varphi}=\left\{\rho(\varphi) \mid \rho: V \rightarrow T_{\Sigma}, \rho(\varphi) \in S p^{\bullet} \cap O b s\right\}
$$

Note that the formula taken as a test purpose may be any formula, not necessarily a semantic consequence of the specification. However, only substitutions $\rho$ such that $\rho(\varphi)$ is a semantic consequence of $S p$ will be built at the generation step.

Example 2 Here are some test purposes for the signature of the specification RatList, with examples of associated test cases.
$\operatorname{add}(x, 0)=x$. Since $\operatorname{add}(x, 0)=x$ is an axiom, all ground instances of this formula are test cases: $\operatorname{add}(0,0)=0, \operatorname{add}(6,0)=6$, etc.
$\operatorname{ltr}(u, v)$. This predicate is under-specified, the case where a rational is of the form $x / 0$ is not taken into account, so there cannot be tests on this case. Test cases may be: $\operatorname{ltr}(1 / 3,1 / 2)$, $\operatorname{ltr}(4 / 8,4 / 6)$, etc.
$\operatorname{add}(m, n)=\operatorname{mult}(m, 2)$. Only cases where $m=n$ are semantic consequences of the specification, such as $\operatorname{add}(2,2)=\operatorname{mult}(2,2), \operatorname{add}(5,5)=\operatorname{mult}(5,2)$, etc.
insert $(r, l)=[]$. The formula is never satisfied for any ground instance of $r$ and $l$, so there is no possible test case.

As we showed on Example 1, the test set for a formula is divided into subsets, that are themselves test sets for different instances of the initial test purpose, under certain constraints. Each of these test subsets can be characterised by a substitution $\sigma$, allowing to map the initial test purpose to its corresponding instance, and a set of constraints $\mathcal{C}$. For instance, the test set $T_{2}$ of Example 1

$$
T_{2}=\left\{\operatorname{insert}(x / s(y), e:: l)=e:: l \mid x / s(y)=e, x, y, e, l \in T_{\Sigma}\right\}
$$

may be characterised by the pair $(\mathcal{C}, \sigma)$ where

$$
\begin{aligned}
\mathcal{C}=\{x / s(y)=e\} \quad \sigma: r & \mapsto x / s(y) \\
& L \mapsto e:: l \\
L^{\prime} & \mapsto e:: l
\end{aligned}
$$

These test subsets, obtained by the application of a criterion, will be called constrained test sets.

Definition 7 (Constrained test set) Let $S p=(\Sigma, A x)$ be a quantifier-free firstorder specification. Let $\varphi$ be a quantifier-free first-order formula. Let $\mathcal{C}$ be a set of quantifier-free first-order formulas called $\Sigma$-constraints and $\sigma: V \rightarrow T_{\Sigma}(V)$ be a
substitution. A test set for $\varphi$ constrained by $\mathcal{C}$ and $\sigma$, denoted by $T_{(\mathcal{C}, \sigma), \varphi}$, is the following set of ground formulas:

$$
\begin{gathered}
T_{(\mathcal{C}, \sigma), \varphi}=\{\rho(\sigma(\varphi)) \mid \\
\mid \rho: V \rightarrow T_{\Sigma}, \rho(\sigma(\varphi)) \in S p \bullet \cap O b s, \\
\forall \psi \in \mathcal{C}, \rho(\psi) \in S p \bullet \cap O b s\}
\end{gathered}
$$

The pair $((\mathcal{C}, \sigma), \varphi)$ is called a constrained test purpose.
Note that the test purpose of Definition 6 can be seen as the constrained test purpose ((\{ $\varphi\}$, Id),$\varphi)$.

Example 3 Examples of constrained test purposes may be the following:

$$
\begin{array}{cl}
\left.\left(\begin{array}{ll}
(\emptyset & , \sigma: x \mapsto s(u)
\end{array}\right), \operatorname{add}(x, 0)=x\right) \\
((\{\operatorname{ltn}(3, x)\} & , \operatorname{Id} \\
((\{\operatorname{ltn}(x, z)\} & , \sigma: u \mapsto x / s(y)), \operatorname{ltr}(u, v)) \\
& v \mapsto z / s(y)
\end{array}
$$

As another example, to come back to Example 1 where we split the test set associated to $\operatorname{insert}(r, L)=L^{\prime}$ into four subsets, we can express each of them as constrained test purposes as follows:

$$
\begin{aligned}
& \left(\left(\emptyset \quad, \sigma_{1}: r \mapsto x / s(y) \quad\right), \operatorname{insert}(r, L)=L^{\prime}\right) \\
& L \mapsto[] \\
& L^{\prime} \mapsto x / s(y)::[] \\
& \left(\left(\{x / s(y)=e\} \quad, \sigma_{2}: r \mapsto x / s(y) \quad\right), \operatorname{insert}(r, L)=L^{\prime}\right) \\
& L \mapsto e:: l \\
& L^{\prime} \mapsto e:: l \\
& \left(\left(\{\operatorname{ltr}(x / s(y), e)\} \quad, \sigma_{3}: r \mapsto x / s(y) \quad\right), \operatorname{insert}(r, L)=L^{\prime}\right) \\
& L \mapsto e:: l \\
& L^{\prime} \mapsto x / s(y):: e:: l \\
& \left(\left(\{\operatorname{ltr}(e, x / s(y))\} \quad, \sigma_{4}: r \mapsto x / s(y) \quad\right), \operatorname{insert}(r, L)=L^{\prime}\right) \\
& L \mapsto e:: l \\
& L^{\prime} \mapsto e:: i n s e r t(x / s(y), l)
\end{aligned}
$$

Only this kind of constrained test purposes, built from a case analysis of the specification axioms, will be of interest. The aim of the unfolding procedure we will introduce in the next section is to build such test sets.

### 4.2 Unfolding procedure

In practise, the initial test purpose is not constrained. The aim of the unfolding procedure is to replace it with a set of constrained test purposes, using the specification axioms. This procedure is an algorithm with the following inputs:

- a quantifier-free first-order specification $S p=(\Sigma, A x)$ where axioms of $A x$ have been transformed into normalised sequents
- a quantifier-free first-order formula $\varphi$ seen as the initial test purpose.

As we already said, the initial test purpose $\varphi$ can be seen as the constrained test purpose $((\{\varphi\}, \mathrm{Id}), \varphi)$, or even $\left(\left(\mathcal{C}_{0}, \mathrm{Id}\right), \varphi\right)$ where $\mathcal{C}_{0}$ is the set of normalised sequents obtained from $\varphi$. Let $\Psi_{0}$ be the set containing the initial constraints of test purpose $\varphi$, the pair $\left(\mathcal{C}_{0}, \mathrm{Id}\right)$. Constrained test sets for formulas are naturally extended to sets of pairs $\Psi$ as follows:

$$
T_{\Psi, \varphi}=\bigcup_{(\mathcal{C}, \sigma) \in \Psi} T_{(\mathcal{C}, \sigma), \varphi}
$$

The initial test set $T_{\varphi}$ then is the set $T_{\Psi_{0}, \varphi}$.
The aim of the procedure is to divide this set according to the different cases in which formula $\varphi$ holds. These cases correspond to the different instances of $\varphi$ that can be proved as theorems, i.e. that can be deduced from the specification axioms using the calculus we gave in Section 1. So basically, the procedure searches for those proof trees that allow to deduce (instances of) the initial test purpose from the specification axioms. However, the aim is not to build the complete proofs of these instances of $\varphi$, but only to make a partition of $T_{\Psi_{0}, \varphi}$ increasingly fine. A first step in the construction of the proof tree of each instance will give us pending lemmas, constraints remaining to prove that, together with the right substitution, characterise each instance of $\varphi$. We will thus be able to replace $\Psi_{0}$, which contains only one constraint, with a set of constraints $\Psi_{1}$ characterising each instance of $\varphi$ that can be proved from the axioms. The set $\Psi_{1}$ can itself be replaced with a bigger set $\Psi_{2}$ obtained from a second step in the construction of the previous proof trees, and so on. The procedure can be stopped at any moment, as soon as the tester is satisfied with the obtained partition.

Note that the procedure only intends to divide the test set associated to a given formula, by returning a set of constraints which characterise each set of the partition. The generation phase, not handled in this paper, consists in choosing one test case in each set of the partition (assuming the uniformity hypothesis) by solving the constraints associated to each set (which might be an issue in itself, due to the nature of these constraints).

The general case. As already explained, the procedure tries to divide the initial test set associated to a test purpose $\varphi$ into test subsets by searching for proof trees of different instances of $\varphi$ from the specification axioms. To achieve this purpose, it tries to unify the test purpose with an axiom, or more precisely, it tries to unify a subset of the test purpose's subformulas with a subset of an axiom's subformulas. Hence, if the test purpose is a normalised sequent of the form

$$
\gamma_{1}, \ldots, \gamma_{p}, \ldots, \gamma_{m} \vdash \delta_{1}, \ldots, \delta_{q}, \ldots, \delta_{n}
$$

the procedure tries to unify a subset of $\left\{\gamma_{1}, \ldots, \gamma_{m}, \delta_{1}, \ldots, \delta_{n}\right\}$ with a subset of the formulas of an axiom. Then it looks for a specification axiom of the form

$$
\psi_{1}, \ldots, \psi_{p}, \xi_{1}, \ldots, \xi_{l} \vdash \varphi_{1}, \ldots, \varphi_{q}, \zeta_{1}, \ldots, \zeta_{k}
$$

such that it is possible to unify $\psi_{i}$ and $\gamma_{i}$ for all $i, 1 \leq i \leq p$, and $\varphi_{i}$ and $\delta_{i}$ for all $i$, $1 \leq i \leq q$.

Now we have to ensure that it is actually possible to prove (an instance of) the test purpose from this axiom. The inference rule which is fundamental at this stage is the Cut rule. It allows at the same time to delete the subformulas of the axiom that
cannot be unified with subformulas of the test purpose, and to add the subformulas of the test purpose that do not exist in the axiom. To give a general picture, we have the following matching between the two formulas:


The additional formulas of the axiom and the missing formulas of the test purpose will be added or deleted thanks to applications of the cut rule. The proof will then consist of two steps.

1. First, we apply to the axiom the substitution $\sigma$ that allows the unification.
2. Then, we cut one by one each formula of the axiom that cannot be unified with a subformula of the test purpose. This gives us a set of lemmas (the proof tree leaves) needed to complete the proof, the constraints. The last subformula to be cut also allows to add the missing subformulas. This is possible because in the premises of the rule, $\Gamma, \Delta$ and $\Gamma^{\prime}, \Delta^{\prime}$ may be different.

The unifying substitution $\sigma$ and the set of constraints given by the pending lemmas thus define a constrained test set characterising the instance of the test purpose we manage to prove.

If we denote by $\Gamma$ the set of formulas $\left\{\gamma_{1}, \ldots, \gamma_{p}\right\}, \Gamma^{\prime}$ the set $\left\{\gamma_{p+1}, \ldots, \gamma_{m}\right\}, \Delta$ the set $\left\{\delta_{1}, \ldots, \delta_{q}\right\}$ and $\Delta^{\prime}$ the set $\left\{\delta_{q+1}, \ldots, \delta_{n}\right\}$, we get a proof tree of the following form:

$$
\frac{\frac{\vdots}{\vdash \sigma\left(\xi_{1}\right)}}{} \frac{S T}{\sigma(\Gamma), \sigma\left(\xi_{2}\right), \ldots, \sigma\left(\xi_{l}\right) \vdash \sigma(\Delta)} \text { Cut } C \text { Cut }
$$

where $S T$ is the following subtree:

$$
\text { Subs } \begin{aligned}
& \frac{\overline{\sigma, \xi_{1}, \ldots, \xi_{l} \vdash \Delta, \zeta_{1}, \ldots, \zeta_{k}} \mathrm{Ax}}{\frac{\sigma(\Gamma), \sigma\left(\xi_{1}\right), \ldots, \sigma\left(\xi_{l}\right) \vdash \sigma(\Delta), \sigma\left(\zeta_{1}\right), \ldots, \sigma\left(\zeta_{k}\right)}{\sigma(\Gamma), \sigma\left(\xi_{1}\right), \ldots, \sigma\left(\xi_{l}\right) \vdash \sigma\left(\zeta_{2}\right), \ldots, \sigma\left(\zeta_{k}\right), \sigma(\Delta)} \frac{\vdots}{\sigma\left(\zeta_{1}\right) \vdash}} \text { Cut } \\
& \frac{\vdots}{\frac{\sigma(\Gamma), \sigma\left(\xi_{1}\right), \ldots, \sigma\left(\xi_{l}\right) \vdash \sigma(\Delta), \sigma\left(\zeta_{k}\right)}{\sigma(\Gamma), \sigma\left(\xi_{1}\right), \ldots, \sigma\left(\xi_{l}\right) \vdash \sigma(\Delta)} \text { Cut }} \text { Cut } \frac{\vdots}{\sigma\left(\zeta_{k}\right) \vdash} C u t
\end{aligned}
$$

As this proof tree shows, after having applied the substitution unifying some subformulas of the axiom with some subformulas of the test purpose (the formula to prove), $l+k$ applications of the Cut rule allow to delete the $l$ subformulas of the left-hand side of the axiom and the $k$ subformulas of its right-hand side, and moreover, allow to add the formulas of $\Gamma^{\prime}$ and $\Delta^{\prime}$.

The case of equality. In order to deal more efficiently with equality, this is the paramodulation rule that is used. When an axiom contains an equation, it can be used to replace a subterm of a formula with another subterm, equal to it according to this axiom. This rule makes the procedure more efficient to handle equality than standard first-order calculus, since it allows to use the replacement of equal by equal principle. So the procedure tries to unify a subterm of a subformula of the test purpose with one of the members of an equation in an axiom. Hence, if the test purpose is a normalised sequent of the form

$$
\gamma_{1}, \ldots, \gamma_{p}, \ldots, \gamma_{m} \vdash \delta_{1}, \ldots, \delta_{q}, \ldots, \delta_{n}
$$

the procedure tries to unify a subterm of $\delta_{n}$ (for instance) with one of the two sides of an equation appearing in an axiom. It also tries, as previously, to unify a subset of $\left\{\gamma_{1}, \ldots, \gamma_{m}, \delta_{1}, \ldots, \delta_{n-1}\right\}$ with a subset of the formulas of the axiom. Then it looks for a specification axiom of the form

$$
\psi_{1}, \ldots, \psi_{p}, \xi_{1}, \ldots, \xi_{l} \vdash \varphi_{1}, \ldots, \varphi_{q}, \zeta_{1}, \ldots, \zeta_{k}, s=t
$$

such that it is possible to unify a subterm of $\delta_{n}$ with $t$ (for instance), $\psi_{i}$ and $\gamma_{i}$ for all $i, 1 \leq i \leq p$, and $\varphi_{i}$ and $\delta_{i}$ for all $i, 1 \leq i \leq q$. The general picture is the following:

$$
\begin{aligned}
& \text { Axiom } \\
& \underbrace{\psi_{1}, \ldots, \psi_{p}}_{\text {unification }}, \overbrace{\xi_{1}, \ldots, \xi_{l}}^{\text {to delete }} \vdash \underbrace{\varphi_{1}, \ldots, \varphi_{q}}_{\text {unification }}, \quad \overbrace{\zeta_{1}, \ldots, \zeta_{k}}^{\text {to delete }}, \quad s=\underbrace{t}_{\text {unif. }} \\
& \text { Test purpose } \overbrace{\gamma_{1}, \ldots, \gamma_{p}}, \underbrace{\gamma_{p+1}, \ldots, \gamma_{m}}_{\text {to add }} \vdash \overbrace{\delta_{1}, \ldots, \delta_{q}}, \underbrace{\delta_{q+1}, \ldots, \delta_{n-1}}_{\text {to add }}, \delta_{n} \overbrace{[r]}
\end{aligned}
$$

The test purpose can then be proved from this axiom in three steps:

1. We first apply to the axiom the substitution $\sigma$ that allows the unification.
2. Then we apply the paramodulation rule twice to replace the subterm of $\delta_{n}$ with the other side of the equation $s$ and to add the missing formulas.
3. Finally, we apply the Cut rule $k+l$ times as previously to delete the subformulas of the axiom that cannot be unified with subformulas of the test purpose.

We take the same notations as previously and additionnally, we denote by $\Omega$ the set of formulas $\left\{\xi_{1}, \ldots, \xi_{l}\right\}$ and by $\Lambda$ the set $\left\{\zeta_{1}, \ldots, \zeta_{k}\right\}$. Since the subterm $r$ of $\delta_{n}$ can be unified with $t$ by $\sigma$, we get the following proof tree, which ends like the previous one with a serie of applications of the Cut rule:


Let us note that the proof trees of the instances of the test purpose have, in both cases, a particular form. They actually respect the following structure:

- no instance of cut and paramodulation occurs over instances of substitution
- no instance of cut occurs in the left-hand side subtree of an instance of paramodulation
- there is no instance of paramodulation whose premises both are instances of paramodulation
- there is no instance of cut whose premises both are instances of cut.

This will be fundamental for the relevance of the method, as we will show in Theoreom 2.

The algorithm. The unfolding procedure is formally described by the following algorithm. ${ }^{5}$ What it unfolds is a constraint $\psi$ from a set of constraints $\mathcal{C}$ associated to some substitution $\sigma$ in a pair of constraints $(\mathcal{C}, \sigma)$. The first set of constraints $\mathcal{C}_{0}$ only containing the initial test purpose, the procedure starts with unfolding this test purpose. It builds a set $\operatorname{Unf}(\psi)$ representing the unfolding of $\psi$ and containing all the pairs of constraints and substitution obtained by unfolding. Then it will unfold the constraints obtained from the unfolding of the test purpose, which will be considered themselves as test purposes, and so on. Given a constraint $\psi=\gamma_{1}, \ldots, \gamma_{m} \vdash \delta_{1}, \ldots, \delta_{n}$, the algorithm can be synthesised in the following way.
(Reduce) The first verification to make is whether some instances of the constraint are tautologies. If it is possible to unify some $\gamma_{i}$ with some $\delta_{j}$ thanks to a substitution $\sigma$, then $\sigma(\psi)$ always holds and is useless. $\sigma(\psi)$ is then removed from the set of constraints associated to the corresponding instance of the test purpose.
(Unfold_Paramodulation) This is the part of the algorithm dealing with equality. If a subterm of a formula in the constraint can be unified with one of the members of an equation appearing in an axiom, and a subset of the other formulas of the constraint can be unified with a subset of the other formulas of the axiom, then it is possible to prove the constraint from this axiom with two applications of the paramodulation rule and a certain number of applications of the Cut rule. In this case, the set of constraints that is built is the set of all $\sigma^{\prime}\left(\zeta_{i}\right) \vdash$ for $i$ between 1 and $k$ and all $\vdash \sigma^{\prime}\left(\xi_{i}\right)$ for $i$ between 1 and $l$, to which is added the lemma $\sigma^{\prime}\left(\gamma_{p+1}\right), \ldots, \sigma^{\prime}\left(\gamma_{m}\right) \vdash \sigma^{\prime}\left(\delta_{q+1}\right), \ldots, \sigma^{\prime}\left(\delta_{n-1}\right), \sigma^{\prime}\left(\delta_{n}[s]\right)$ needed to apply the paramodulation rule. It simply means that if a subterm of $\delta_{n}$ can be unified with $t$ thanks to a substitution $\sigma^{\prime}$, then this subterm can be replaced with $s$ in $\sigma^{\prime}\left(\delta_{n}\right)$.
(Unfold_Cut) If the paramodulation rule cannot be used to unfold the constraint $\psi$, it is checked whether the Cut rule can be used alone. As explained before, if a part of the constraint can be unified with a part of an axiom, then we know that the constraint can be proved from this axiom with a certain number of applications of the Cut rule where, as in the previous case, each $\sigma^{\prime}\left(\zeta_{i}\right) \vdash$ for $i$ between 1 and $k$ and each $\vdash \sigma^{\prime}\left(\xi_{i}\right)$ for $i$ between 1 and $l$ is a lemma remaining to prove. One of those lemmas must bring the missing formulas, so $\sigma^{\prime}\left(\xi_{l}\right)$ is in the context $\sigma^{\prime}\left(\gamma_{p+1}\right), \ldots, \sigma^{\prime}\left(\gamma_{m}\right) \vdash \sigma^{\prime}\left(\xi_{l}\right), \sigma^{\prime}\left(\delta_{q+1}\right), \ldots, \sigma^{\prime}\left(\delta_{n}\right)$.
Then the procedure replaces the initial constraint $\psi$ with each of the sets of constraints in $\operatorname{Unf}(\psi)$. Each unification with an axiom leads to a pair $\left(c, \sigma^{\prime}\right)$, so the initial constraint $\psi$ is replaced with as many sets of formulas as there are axioms with which it can be

[^3]```
Algorithm 1 Axiom unfolding
    Inputs : quantifier-free first-order specification \(S p=(\Sigma, A x)\), test purpose \(\varphi\)
    Output : set of constraints \(\Psi\)
    \(\Psi \leftarrow\left\{\left(C_{0}, \mathrm{Id}\right)\right\}\) where \(C_{0}\) is the set of normalised sequents obtained from \(\varphi\)
    loop
        Take \((C, \sigma)\) from \(\Psi\) and remove it
        Take \(\psi=\gamma_{1}, \ldots, \gamma_{m} \vdash \delta_{1}, \ldots, \delta_{n}\) from \(C\) and remove it
        \(\operatorname{Unf}(\psi) \leftarrow \emptyset\)
    (Reduce)
        if there exists \(\sigma^{\prime} \in T_{\Sigma}(V)^{V}\) mgu, \(1 \leq i \leq m\) and \(1 \leq j \leq n\)
        such that \(\sigma^{\prime}\left(\gamma_{i}\right)=\sigma^{\prime}\left(\delta_{j}\right)\) then
            Add \(\left(\emptyset, \sigma^{\prime}\right)\) to \(\operatorname{Unf}(\psi)\)
        else
            for all axioms \(a x \in A x\) do
                (Unfold_Paramodulation)
                    if \(a x\) is of the form \(\psi_{1}, \ldots, \psi_{p}, \xi_{1}, \ldots, \xi_{l} \vdash \varphi_{1}, \ldots, \varphi_{q}, \zeta_{1}, \ldots, \zeta_{k}, s=t\)
                    with \(1 \leq p \leq m, 1 \leq q \leq n\), and
                    there exists \(\sigma^{\prime} \in T_{\Sigma}(V)^{V}\) mgu such that
            \(\sigma^{\prime}\left(\delta_{\left.n\right|_{\omega}}\right)=\sigma^{\prime}(t)\) and \(\delta_{\left.n\right|_{\omega}}\) is not a variable,
            for all \(1 \leq i \leq p, \sigma^{\prime}\left(\psi_{i}\right)=\sigma^{\prime}\left(\gamma_{i}\right)\) and
            for all \(1 \leq i \leq q, \sigma^{\prime}\left(\varphi_{i}\right)=\sigma^{\prime}\left(\delta_{i}\right)\) then
                    \(c \leftarrow\left\{\sigma^{\prime}\left(\zeta_{i}\right) \vdash\right\}_{1 \leq i \leq k}\)
                        \(\cup\left\{\vdash \sigma^{\prime}\left(\xi_{i}\right)\right\}_{1 \leq i \leq l}\)
                        \(\cup\left\{\sigma^{\prime}\left(\gamma_{p+1}\right), \ldots, \sigma^{\prime}\left(\gamma_{m}\right) \vdash \sigma^{\prime}\left(\delta_{q+1}\right), \ldots, \sigma^{\prime}\left(\delta_{n-1}\right), \sigma^{\prime}\left(\delta_{n}[s]\right)\right\}\)
                Add \(\left(c, \sigma^{\prime}\right)\) to \(\operatorname{Unf}(\psi)\)
```


## (Unfold_Cut)

```
else if \(a x\) is of the form \(\psi_{1}, \ldots, \psi_{p}, \xi_{1}, \ldots, \xi_{l} \vdash \varphi_{1}, \ldots, \varphi_{q}, \zeta_{1}, \ldots, \zeta_{k}\)
with \(1 \leq p \leq m, 1 \leq q \leq n\), and
there exists \(\sigma^{\prime} \in T_{\Sigma}(V)^{V}\) mgu such that
for all \(1 \leq i \leq p, \sigma^{\prime}\left(\psi_{i}\right)=\sigma^{\prime}\left(\gamma_{i}\right)\) and
for all \(1 \leq i \leq q, \sigma^{\prime}\left(\varphi_{i}\right)=\sigma^{\prime}\left(\delta_{i}\right)\) then
\(c \leftarrow\left\{\sigma^{\prime}\left(\zeta_{i}\right) \vdash\right\}_{1 \leq i \leq k}\)
\(\cup\left\{\vdash \sigma^{\prime}\left(\xi_{i}\right)\right\}_{1 \leq i \leq l-1}\)
\(\cup\left\{\sigma^{\prime}\left(\gamma_{p+1}\right), \ldots, \sigma^{\prime}\left(\gamma_{m}\right) \vdash \sigma^{\prime}\left(\xi_{l}\right), \sigma^{\prime}\left(\delta_{q+1}\right), \ldots, \sigma^{\prime}\left(\delta_{n}\right)\right\}\)
Add ( \(c, \sigma^{\prime}\) ) to \(\operatorname{Unf}(\psi)\)
end if
end for end if
Add \(\bigcup_{\left(c, \sigma^{\prime}\right) \in U n f(\psi)}\left\{\left(\sigma^{\prime}(\mathcal{C}) \cup c, \sigma^{\prime} \circ \sigma\right)\right\}\) to \(\Psi\)
end loop
```

unified. The definition of $\operatorname{Unf}(\psi)$ being based on unification, this set is computable if the specification has finitely many axioms.

Termination of the unfolding procedure is unlikely, since it is not checked, during its execution, whether the formula $\varphi$ is a semantic consequence of the specification or not. Actually, this will be done during the generation phase, not handled in this paper. As we already explained, the aim of the unfolding procedure is not to find the complete proof of formula $\varphi$, but to make a partition of $T_{\varphi}$ increasingly fine. Hence the procedure can be stopped at any moment, when the obtained partition is fine enough according to the judgement or the needs of the tester. The idea is to stretch further the execution of the procedure in order to make increasingly big proof trees whose remaining lemmas are constraints. If $\varphi$ is not a semantic consequence of $S p$, then this means that, among remaining lemmas, some of them do not hold, and then the associated test set is empty.

Given a formula $\psi$, the unfolding procedure defines the selection criterion $C_{\psi}$ which maps $T_{(\mathcal{C}, \sigma), \varphi}$ to the family of test sets $T_{\left(\sigma^{\prime}(\mathcal{C} \backslash\{\psi\}) \cup c, \sigma^{\prime} \circ \sigma\right), \varphi}$ for each $\left(c, \sigma^{\prime}\right)$ in $\operatorname{Unf}(\psi)$ if $\psi$ belongs to $\mathcal{C}$, and to itself otherwise. To ensure the relevance of this selection criterion, it must be shown that its application does not add new test cases to $T_{(\mathcal{C}, \sigma), \varphi}$ (soundness) or remove test cases from it (completeness). These results are proved in the next subsection.

Coverage of the exhaustive test set. Here, our unfolding procedure has been defined in order to cover behaviours of one test purpose, represented by the formula $\varphi$. When we are interested in covering more widely the exhaustive set $S p \bullet \cap O b s$, a strategy consists in ordering quantifier-free first-order formulas with respect to their length, as follows:

$$
\begin{gathered}
\Phi_{0}=\left\{\begin{array}{c|l}
\vdash p\left(x_{1}, \ldots, x_{n}\right), & p: s_{1} \times \ldots \times s_{n} \in P, \\
f: s_{1} \times \ldots \times s_{n} \rightarrow s \in F, \\
\vdash f\left(x_{1}, \ldots, x_{n}\right)=y & \forall i, 1 \leq i \leq n, x_{i} \in V_{s_{i}}, y \in V_{s}
\end{array}\right\} \\
\Phi_{n+1}=\left\{\begin{array}{c|l}
p\left(x_{1}, \ldots, x_{n}\right), \Gamma \vdash \Delta, & \Gamma \vdash \Delta \in \Phi_{n}, \\
f\left(x_{1}, \ldots, x_{n}\right)=y, \Gamma \vdash \Delta, & p: s_{1} \times \ldots \times s_{n} \in P, \\
\Gamma \vdash \Delta, p\left(x_{1}, \ldots, x_{n}\right), & f: s_{1} \times \ldots \times s_{n} \rightarrow s \in F, \\
\Gamma \vdash \Delta, f\left(x_{1}, \ldots, x_{n}\right)=y & \forall i, 1 \leq i \leq n, x_{i} \in V_{s_{i}}, y \in V_{s}
\end{array}\right\}
\end{gathered}
$$

Then, to manage the size (often infinite) of $S p^{\bullet} \cap O b s$, we start by choosing $k \in \mathbb{N}$, and then we apply for every $i, 1 \leq i \leq k$, the above unfolding procedure to each formula belonging to $\Phi_{i}$. Of course, this requires that signatures are finite so that each set $\Phi_{i}$ is finite too.

Example 4 First, to show the handling of equality with the paramodulation rule, we start with the formula of Example 1: $\operatorname{insert}(r, L)=L^{\prime}$. The associated constrained test purpose for this formula is

$$
\left(\left(\left\{\vdash \operatorname{insert}(r, L)=L^{\prime}\right\}, \mathrm{Id}\right), \operatorname{insert}(r, L)=L^{\prime}\right)
$$

We denote by $\Psi_{0}$ the set containing this first pair of constraints. After a loop of the algorithm, where the chosen constraint $\psi$ is necessarily $\vdash \operatorname{insert}(r, L)=L^{\prime}$, we obtain the following set $\Psi_{1}$ (each pair is labelled by the number of the axiom used for the
unfolding of the initial formula):

$$
\begin{align*}
& \Psi_{1}=\left\{\left(\left\{\vdash x_{0} / s\left(y_{0}\right)::[]=L^{\prime}\right\}\right.\right.  \tag{13}\\
& \begin{aligned}
, \sigma_{1}: r & \left.\mapsto x_{0} / s\left(y_{0}\right)\right) \\
L & \mapsto[]
\end{aligned} \\
& \left(\left\{\vdash x_{0} / s\left(y_{0}\right)=e_{0}\right.\right.  \tag{14}\\
& \left., \sigma_{2}: r \mapsto x_{0} / s\left(y_{0}\right)\right) \\
& \left.\vdash e_{0}:: l_{0}=L^{\prime}\right\} \\
& L \mapsto e_{0}:: l_{0} \\
& \left(\left\{\vdash \operatorname{ltr}\left(x_{0} / s\left(y_{0}\right), e_{0}\right)\right.\right. \text {, }  \tag{15}\\
& \left., \sigma_{3}: r \mapsto x_{0} / s\left(y_{0}\right)\right) \\
& \left.\vdash x_{0} / s\left(y_{0}\right):: e_{0}:: l_{0}=L^{\prime}\right\} \quad L \mapsto e_{0}:: l_{0} \\
& \left(\left\{\vdash \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right)\right.\right. \text {, }  \tag{16}\\
& \left.\left., \sigma_{4}: r \mapsto x_{0} / s\left(y_{0}\right)\right)\right\}
\end{align*}
$$

We get the same four sets as in Examples 1 and 3, although they are expressed a bit differently. The four sets of Example 3 are what we would have obtained with the application of the (Unfold_Cut) part of the algorithm. We can see here that using paramodulation results in simpler substitutions and more constraints, which allows to unfold more finely the initial formula. For instance, the last constraint in the fourth set $\vdash e_{0}:: \operatorname{insert}\left(x_{0} / s\left(y_{0}\right), l_{0}\right)=L^{\prime}$ was kept implicit in the substitution given in the fourth set of Example 3, which prevents from unfolding it as we can do here.

Actually, we now show the unfolding of this last constraint. We get the following set, which replaces the fourth set above (the new substitution is already composed with the previous one):

$$
\begin{align*}
& \left\{\left(\left\{\vdash \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right),\right.\right.\right. \\
& \left.\vdash e_{0}:: x_{0} / s\left(y_{0}\right)::[]=L^{\prime}\right\} \\
& \left(\left\{\vdash \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right)\right.\right. \text {, }  \tag{14}\\
& \vdash x_{0} / s\left(y_{0}\right)=e_{1} \text {, } \\
& \left.\vdash e_{0}:: e_{1}:: l_{1}=L^{\prime}\right\} \\
& \left(\left\{\vdash \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right)\right.\right. \text {, } \\
& \vdash \operatorname{ltr}\left(x_{0} / s\left(y_{0}\right), e_{1}\right) \text {, } \\
& \begin{aligned}
, \sigma_{3}^{\prime}: r & \left.\mapsto x_{0} / s\left(y_{0}\right) \quad\right) \\
L & \mapsto e_{0}:: e_{1}:: l_{1}
\end{aligned}  \tag{15}\\
& \left.\vdash e_{0}:: x_{0} / s\left(y_{0}\right):: e_{1}:: l_{1}=L^{\prime}\right\} \\
& \left(\left\{\vdash \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right)\right.\right. \text {, }  \tag{16}\\
& \begin{aligned}
, \sigma_{4}^{\prime}: & \left.\left.r \mapsto x_{0} / s\left(y_{0}\right) \quad\right)\right\} \\
L & \mapsto e_{0}:: e_{1}:: l_{1}
\end{aligned} \\
& \vdash \operatorname{ltr}\left(e_{1}, x_{0} / s\left(y_{0}\right)\right), \quad L \mapsto e_{0}:: e_{1}:: l_{1} \\
& \left.\vdash e_{0}:: e_{1}:: \operatorname{insert}\left(x_{0} / s\left(y_{0}\right), l_{1}\right)=L^{\prime}\right\} \\
& \text {, } \left.\sigma_{1}^{\prime}: r \mapsto x_{0} / s\left(y_{0}\right) \quad\right) \\
& L \mapsto e_{0}::[] \\
& \text {, } \left.\sigma_{2}^{\prime}: r \mapsto x_{0} / s\left(y_{0}\right) \quad\right) \\
& L \mapsto e_{0}:: e_{1}:: l_{1} \\
& L \mapsto e_{0}:: e_{1}:: l_{1}
\end{align*}
$$

To see that these sets correspond to what we expect from the procedure, we can write them in a more natural way:

$$
\begin{aligned}
& \left\{\operatorname{insert}\left(x_{0} / s\left(y_{0}\right), e_{0}::[]\right)=e_{0}:: x_{0} / s\left(y_{0}\right)::[] \quad \mid \operatorname{trr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right)\right\} \\
& \left\{\operatorname{insert}\left(x_{0} / s\left(y_{0}\right), e_{0}:: e_{1}:: l_{1}\right)=e_{0}:: e_{1}:: l_{1} \quad \mid \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right)\right. \\
& \left.x_{0} / s\left(y_{0}\right)=e_{1}\right\} \\
& \left\{\operatorname{insert}\left(x_{0} / s\left(y_{0}\right), e_{0}:: e_{1}:: l_{1}\right)=e_{0}:: x_{0} / s\left(y_{0}\right):: e_{1}:: l_{1}\right. \\
& \mid \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right) \\
& \left.\operatorname{ltr}\left(x_{0} / s\left(y_{0}\right), e_{1}\right)\right\} \\
& \left\{\operatorname{insert}\left(x_{0} / s\left(y_{0}\right), e_{0}:: e_{1}:: l_{1}\right)=e_{0}:: e_{1}:: \operatorname{insert}\left(x_{0} / s\left(y_{0}\right), l_{1}\right) \mid \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right)\right. \\
& \left.\operatorname{ltr}\left(e_{1}, x_{0} / s\left(y_{0}\right)\right)\right\}
\end{aligned}
$$

We could have unfolded any other constraint of one of the first four sets, according to the axioms specifying the predicates over rationals for instance.

Example 5 To show a complete example where cut and paramodulation are used, we take the formula $\operatorname{isin}(r, L) \Rightarrow \operatorname{insert}(r, L)=L^{\prime}$. This formula does not hold for every substitution of the variables. If $L$ is not the empty list, the instances where $L=L^{\prime}$ only are consequences of the specification (as well as instances where $i \sin (r, L)$ does not hold, but these one are of no interest for our purpose). The unfolding of this formula will then lead to two kinds of constraints: those where $L=L^{\prime}$ that will actually become test cases since they are consequences of the specification, and those where $L \neq L^{\prime}$ that will not lead to test cases. The procedure cannot distinguish between these two kinds of constraints. However, before being submitted to the system, a ground substitution $\rho$ is applied to constrained test purposes. Since by definition, $\rho(\varphi)$ has to be a consequence of the specification, the constraints where $L \neq L^{\prime}$ will not be submitted as test cases to the system.

The associated constrained test purpose for this formula is

$$
\left(\left(\left\{\operatorname{isin}(r, L) \vdash \operatorname{insert}(r, L)=L^{\prime}\right\}, \mathrm{Id}\right), \operatorname{isin}(r, L) \Rightarrow \operatorname{insert}(r, L)=L^{\prime}\right)
$$

We denote by $\Psi_{0}$ the set containing this first pair of constraints. The set $\Psi_{1}$ we get after one loop of the algorithm is the following:

$$
\begin{align*}
& \left\{\left(\left\{\operatorname{isin}\left(x_{0} / s\left(y_{0}\right),[]\right) \vdash x_{0} / s\left(y_{0}\right)::[]=L^{\prime}\right\} \quad, \sigma_{1}: r \mapsto x_{0} / s\left(y_{0}\right)\right)\right.  \tag{13}\\
& L \mapsto[] \\
& \left(\left\{\vdash x_{0} / s\left(y_{0}\right)=e_{0}\right.\right. \text {, }  \tag{14}\\
& \left., \sigma_{2}: r \mapsto x_{0} / s\left(y_{0}\right)\right) \\
& \left.i \sin \left(x_{0} / s\left(y_{0}\right), e_{0}:: l_{0}\right) \vdash e_{0}:: l_{0}=L^{\prime}\right\} \\
& \left(\left\{\vdash \operatorname{ltr}\left(x_{0} / s\left(y_{0}\right), e_{0}\right)\right.\right. \text {, }  \tag{15}\\
& \left., \sigma_{3}: r \mapsto x_{0} / s\left(y_{0}\right)\right) \\
& \left.i \sin \left(x_{0} / s\left(y_{0}\right), e_{0}:: l_{0}\right) \vdash x_{0} / s\left(y_{0}\right):: e_{0}:: l_{0}=L^{\prime}\right\} \\
& \left(\left\{\vdash \operatorname{ltr}\left(e_{0}, x_{0} / s\left(y_{0}\right)\right)\right.\right. \text {, }  \tag{16}\\
& \left., \sigma_{4}: r \mapsto x_{0} / s\left(y_{0}\right)\right) \\
& \left.i \sin \left(x_{0} / s\left(y_{0}\right), e_{0}:: l_{0}\right) \vdash e_{0}:: \operatorname{insert}\left(x_{0} / s\left(y_{0}\right), l_{0}\right)=L^{\prime}\right\} \quad L \mapsto e_{0}:: l_{0} \\
& \text { (\{ } \emptyset  \tag{17}\\
& \begin{aligned}
, \sigma_{5}: r & \left.\mapsto x_{0} / s\left(y_{0}\right)\right) \\
L & \mapsto[] \\
, \sigma_{6}: r & \left.\mapsto x_{0} / s\left(y_{0}\right)\right) \\
L & \mapsto e_{0}:: l_{0} \\
, \sigma_{7}: r & \left.\left.\mapsto x_{0} / s\left(y_{0}\right)\right)\right\} \\
L & \mapsto l_{0}
\end{aligned} \tag{18}
\end{align*}
$$

The first four sets are almost the same as in the previous example, up to the lefthand side $i \sin \left(x_{0} / s\left(y_{0}\right), e_{0}:: l_{0}\right)$, since it is the (Unfold_Paramodulation) part of the algorithm that is used for the unfolding. The last three sets are built using the (Unfold_Cut) part on the axioms specifying the membership predicate isin.

Intuitively, the part of the algorithm using paramodulation will be used to unfold formulas involving operations, while the part using the Cut rule will be used to unfold formulas with predicates.

### 4.3 Properties of the selection criterion

Here, we prove the two properties that make the unfolding procedure relevant for the selection of appropriate test cases, i.e. that the selection criterion defined by the procedure is sound and complete for the initial test set we defined.

To prove the soundness of the procedure comes down to proving that the instance $\sigma^{\prime}(\varphi)$ of the initial formula $\varphi$ can be derived from the set of constraints $c$ and the axiom with which it has been unified. Thus we prove that the test set obtained by the application of the procedure does not contain new test cases, since it is only composed of instances of the initial test purpose.

To prove the completeness, we prove that all the possible instances of the test purpose can be proved with a proof tree of the form we showed earlier, and that the procedure generates all possible constraints for proving this instance. We thus prove that no test case is lost. Actually, we can observe that our unfolding procedure defines a proof search strategy that enables to limit the search space to the class of proof trees having the following structure:

- no instance of cut and paramodulation occurs over instances of substitution
- no instance of cut occurs in the left-hand side subtree of an instance of paramodulation
- there is no instance of paramodulation whose premises both are instances of paramodulation
- there is no instance of cut whose premises both are instances of cut.

We then have to prove that the derivability defined by our unfolding strategy coincides with the full derivability. We then define basic transformations to rewrite proof trees into ones having the above structure, and show that the induced global proof tree transformation is weakly normalising.

Theorem 2 (Soundness and completeness) Let $\varphi$ be a quantifier-free first-order formula, $\mathcal{C}$ a set of constraints and $\sigma: V \rightarrow T_{\Sigma}(V)$ a substitution. Let $\psi \in \mathcal{C}$. The selection criterion for $\psi$ is sound and complete for the test set for $\varphi$ constrained by $\mathcal{C}$ and $\sigma$ :

$$
\left|C_{\psi}\left(T_{(\mathcal{C}, \sigma), \varphi}\right)\right|=T_{(\mathcal{C}, \sigma), \varphi}
$$

Proof (Soundness) Let us prove that $\left|C_{\psi}\left(T_{(\mathcal{C}, \sigma), \varphi}\right)\right| \subseteq T_{(\mathcal{C}, \sigma), \varphi}$.
By definition, it is sufficient to prove that for each $(\mathcal{C}, \sigma) \in \Psi$, for each $\psi \in \mathcal{C}$, for each $\left(c, \sigma^{\prime}\right) \in \operatorname{Unf}(\psi), T_{\left(c, \sigma^{\prime} \circ \sigma\right), \varphi} \subseteq T_{(\{\psi\}, \sigma), \varphi}$. We then have to prove that for each ground substitution $\rho: V \rightarrow T_{\Sigma}$ such that $S p \vDash \rho(\chi)$, for each $\chi \in c$, there exists $\rho^{\prime}: V \rightarrow T_{\Sigma}$ such that $S p \models \rho^{\prime}(\psi)$. A first case to consider is the Reduce case. Then two cases have to be considered, depending on the form of the axiom the constraint $\psi$ has been unified with.

Case 1 - Reduce. If there exists a substitution $\sigma^{\prime}$ such that $\sigma^{\prime}(\psi)$ is a tautology, then any ground instance $\rho \sigma^{\prime}(\psi)$ can be proved with no additional constraints.

Case 2 - Unfold_Cut. Let us assume that the formula $\psi$ is of the form $\gamma_{1}, \ldots, \gamma_{m} \vdash$ $\delta_{1}, \ldots, \delta_{n}$, and that the set $c$ such that $\left(c, \sigma^{\prime}\right) \in \operatorname{Unf}(\psi)$ is of the form

$$
\begin{aligned}
& \left\{\sigma^{\prime}\left(\zeta_{i}\right) \vdash\right\}_{1 \leq i \leq k} \\
& \cup\left\{\vdash \sigma^{\prime}\left(\xi_{i}\right)\right\}_{1 \leq i \leq l-1} \\
& \cup\left\{\sigma^{\prime}\left(\gamma_{p+1}\right), \ldots, \sigma^{\prime}\left(\gamma_{m}\right) \vdash \sigma^{\prime}\left(\xi_{l}\right), \sigma^{\prime}\left(\delta_{q+1}\right), \ldots, \sigma^{\prime}\left(\delta_{n}\right)\right\}
\end{aligned}
$$

where $1 \leq p \leq m$ and $1 \leq q \leq n$ are such that $\psi_{1}, \ldots, \psi_{p}, \xi_{1}, \ldots, \xi_{l} \vdash$ $\varphi_{1}, \ldots, \varphi_{q}, \zeta_{1}, \ldots, \zeta_{k} \in A x, \sigma^{\prime}\left(\psi_{i}\right)=\sigma^{\prime}\left(\gamma_{i}\right)$ for each $1 \leq i \leq p$ and $\sigma^{\prime}\left(\varphi_{i}\right)=\sigma^{\prime}\left(\delta_{i}\right)$ for each $1 \leq i \leq q$. We then have the following proof tree, where $\Gamma=\left\{\psi_{1}, \ldots, \psi_{p}\right\}$, $\Delta=\left\{\varphi_{1}, \ldots, \varphi_{q}\right\}, \Gamma^{\prime}=\left\{\gamma_{p+1}, \ldots, \gamma_{m}\right\}, \Delta^{\prime}=\left\{\delta_{q+1}, \ldots, \delta_{n}\right\}$, for each $i, 1 \leq i \leq l$, $\Omega_{i}=\left\{\xi_{i}, \ldots, \xi_{l}\right\}$ and for each $i, 1 \leq i \leq k, \Lambda_{i}=\left\{\zeta_{i}, \ldots, \zeta_{k}\right\}$. The composition $\sigma \circ \sigma^{\prime}$ of two substitutions $\sigma^{\prime}: V \rightarrow T_{\Sigma}(V)$ and $\sigma: T_{\Sigma}(V) \rightarrow T_{\Sigma}(V)$, applied to a formula $\varphi$, is denoted by $\sigma \sigma^{\prime}(\varphi)$.
where $S T$ is the following subtree:

$$
\begin{gathered}
\frac{\overline{\Gamma, \Omega_{1} \vdash \Lambda_{1}, \Delta} \mathrm{Ax}}{\frac{\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Omega_{1}\right) \vdash \rho \sigma^{\prime}\left(\Lambda_{1}\right), \rho \sigma^{\prime}(\Delta)}{\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Omega_{1}\right) \vdash \rho \sigma^{\prime}\left(\Lambda_{2}\right), \rho \sigma^{\prime}(\Delta)} \operatorname{Subs} \frac{\vdots}{\rho \sigma^{\prime}\left(\zeta_{1}\right) \vdash}} \mathrm{Cut} \frac{\vdots}{\rho \sigma^{\prime}\left(\zeta_{2}\right) \vdash} \mathrm{Cut} \\
\vdots \\
\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Omega_{1}\right) \vdash \rho \sigma^{\prime}(\Delta)
\end{gathered}
$$

Case 3-Unfold_Paramodulation. Let us assume that the formula $\psi$ is of the form $\gamma_{1}, \ldots, \gamma_{m} \vdash \delta_{1}, \ldots, \delta_{n}$, and that the set $c$ such that $\left(c, \sigma^{\prime}\right) \in \operatorname{Unf}(\psi)$ is of the form

$$
\begin{aligned}
& \left\{\sigma^{\prime}\left(\zeta_{i}\right) \vdash\right\}_{1 \leq i \leq k} \\
& \cup\left\{\vdash \sigma^{\prime}\left(\xi_{i}\right)\right\}_{1 \leq i \leq l} \\
& \cup\left\{\sigma^{\prime}\left(\gamma_{p+1}\right), \ldots, \sigma^{\prime}\left(\gamma_{m}\right) \vdash \sigma^{\prime}\left(\delta_{q+1}\right), \ldots, \sigma^{\prime}\left(\delta_{n-1}\right), \sigma^{\prime}\left(\delta_{n}[s]\right)\right\}
\end{aligned}
$$

where $1 \leq p \leq m$ and $1 \leq q \leq n$ are such that $\psi_{1}, \ldots, \psi_{p}, \xi_{1}, \ldots, \xi_{l} \vdash$ $\varphi_{1}, \ldots, \varphi_{q}, \zeta_{1}, \ldots, \zeta_{k}, s=t \in A x, \sigma^{\prime}\left(\left.\delta_{n}\right|_{\omega}\right)=\sigma^{\prime}(t), \sigma^{\prime}\left(\psi_{i}\right)=\sigma^{\prime}\left(\gamma_{i}\right)$ for each $1 \leq i \leq p$ and $\sigma^{\prime}\left(\varphi_{i}\right)=\sigma^{\prime}\left(\delta_{i}\right)$ for each $1 \leq i \leq q$. We then have the following proof tree, where we follow the same notations as previously except that $\Delta^{\prime}$ is the set $\left\{\delta_{q+1}, \ldots, \delta_{n-1}\right\}$ :

$$
\begin{array}{ccc} 
& \frac{\vdots}{\vdash \rho \sigma^{\prime}\left(\xi_{2}\right)} & \frac{\overline{\vdash \rho \sigma^{\prime}\left(\xi_{1}\right)}}{\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Gamma^{\prime}\right), \rho \sigma^{\prime}\left(\Omega_{2}\right) \vdash \rho \sigma^{\prime}(\Delta), \rho \sigma^{\prime}\left(\Delta^{\prime}\right), \rho \sigma^{\prime}\left(\delta_{n}[r]\right)} \text { Cut } \\
\text { Cut } \\
\frac{\vdots}{\vdash \rho \sigma^{\prime}\left(\xi_{l}\right)} & \frac{\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Gamma^{\prime}\right), \rho \sigma^{\prime}\left(\Omega_{l}\right) \vdash \rho \sigma^{\prime}(\Delta), \rho \sigma^{\prime}\left(\Delta^{\prime}\right), \rho \sigma^{\prime}\left(\delta_{n}[r]\right)}{\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Gamma^{\prime}\right) \vdash \rho \sigma^{\prime}(\Delta), \rho \sigma^{\prime}\left(\Delta^{\prime}\right), \rho \sigma^{\prime}\left(\delta_{n}[r]\right)} \mathrm{Cut} \\
\hline & \text { Cut }
\end{array}
$$

where $S T$ is the following subtree:

$$
\begin{aligned}
& \frac{S T^{\prime}}{\underline{\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Gamma^{\prime}\right), \rho \sigma^{\prime}\left(\Omega_{1}\right) \vdash \rho \sigma^{\prime}\left(\Lambda_{2}\right), \rho \sigma^{\prime}(\Delta) \vdash}} \overline{\rho \sigma^{\prime}\left(\Delta^{\prime}\right), \rho \sigma^{\prime}\left(\delta_{n}[r]\right)} \text { Cut } \quad \frac{\vdots}{\rho \sigma^{\prime}\left(\zeta_{2}\right) \vdash} \text { Cut } \\
& \frac{\vdots}{\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Gamma^{\prime}\right), \rho \sigma^{\prime}\left(\Omega_{1}\right) \vdash \rho \sigma^{\prime}(\Delta), \rho \sigma^{\prime}\left(\Delta^{\prime}\right), \rho \sigma^{\prime}\left(\delta_{n}[r]\right)} \text { Cut }
\end{aligned}
$$

and $S T^{\prime}$ is the following subtree:

$$
\begin{aligned}
& \text { Subs } \frac{\overline{\Gamma, ~}^{\rho, \Omega_{1} \vdash \Lambda_{1}, \Delta, s=t}}{\frac{\rho \sigma^{\prime}(\Gamma), \rho \sigma^{\prime}\left(\Omega_{1}\right) \vdash \rho \sigma^{\prime}\left(\Lambda_{1}\right), \rho \sigma^{\prime}(\Delta), \rho \sigma^{\prime}(s)=\rho \sigma^{\prime}(t)}{\mathrm{Ax}}} \quad \frac{\vdots}{\rho \sigma^{\prime}\left(\Gamma^{\prime}\right) \vdash \rho \sigma^{\prime}\left(\Delta^{\prime}\right), \rho \sigma^{\prime}\left(\delta_{n}[s]\right)} \\
& (r)
\end{aligned}
$$

(Completeness) Let us prove that $T_{(\mathcal{C}, \sigma), \varphi} \subseteq\left|C_{\psi}\left(T_{(\mathcal{C}, \sigma), \varphi}\right)\right|$.
By definition, it is sufficient to prove that $T_{(\{\psi\}, \sigma), \varphi} \subseteq \bigcup_{\left(c, \sigma^{\prime}\right) \in U n f(\psi)} T_{\left(c, \sigma^{\prime} \circ \sigma\right), \varphi}$. We then have to prove that for each ground substitution $\rho: V \rightarrow T_{\Sigma}$ such that $S p \models \rho(\psi)$, there exists $\left(c, \sigma^{\prime}\right) \in \operatorname{Unf}(\psi)$ such that there exists $\rho^{\prime}: V \rightarrow T_{\Sigma}$ such that $S p \models \rho^{\prime}(\chi)$ for each $\chi \in c$. In other words, we have to prove that $\rho(\psi)$ can be deduced from specification $S p$ if there exists $\left(c, \sigma^{\prime}\right) \in \operatorname{Unf}(\psi)$, and $\rho^{\prime}: V \rightarrow T_{\Sigma}$ such that $S p \models \rho^{\prime}(\chi)$ for each $\chi \in c$.

If $\rho(\psi)$ is a tautology, it is a ground instance of a tautology $\sigma^{\prime}(\psi)$. Therefore, there exists a pair $\left(\emptyset, \sigma^{\prime}\right) \in \operatorname{Unf}(\psi)$ build by the (Reduce) part of the algorithm.

If it is not a tautology, let show that there exists a pair $\left(c, \sigma^{\prime}\right) \in \operatorname{Unf}(\psi)$ and a substitution $\rho^{\prime}$ such that $\rho(\psi)$ can be deduced from the set of all $\rho^{\prime}(\chi)$ for $\chi \in c$.

First, let us note that the unfolding procedure defines a strategy which bounds the search space for proof trees to a class of trees having a specific structure. The procedure defines a proof search strategy which selects proof trees where:

- no instance of cut and paramodulation occurs over instances of substitution
- no instance of cut occurs in the left-hand side subtree of an instance of paramodulation
- there is no instance of paramodulation whose premises both are instances of paramodulation
- there is no instance of cut whose premises both are instances of cut.

We then have to prove that there exists a proof tree having the structure we just described and of conclusion $\rho(\psi)$. We are actually going to prove a stronger result: we are going to define elementary transformations of proof trees, which allow to rewrite elementary combinations of inference rules, and then we will prove that the resulting global proof trees transformation is weakly normalizing and normal forms are proof trees with the above structure.

We give here the elementary transformations of basic proof trees. For instance, when an instance of the cut rule occurs over an instance of the substitution rule, we have the following rewriting rule to make the instance of substitution go over the instance of cut:

The case where an instance of substitution occurs over an instance of paramodulation:

$$
\frac{\frac{\Gamma \vdash \Delta, s=t \quad \Gamma^{\prime} \vdash \Delta^{\prime}, \varphi[r]}{\sigma(\Gamma), \sigma\left(\Gamma^{\prime}\right) \vdash \sigma(\Delta), \sigma\left(\Delta^{\prime}\right), \sigma(\varphi[t])} \text { Para }}{\rho(\sigma(\Gamma)), \rho\left(\sigma\left(\Gamma^{\prime}\right)\right) \vdash \rho(\sigma(\Delta)), \rho\left(\sigma\left(\Delta^{\prime}\right)\right), \rho(\sigma(\varphi[t]))} \text { Subs }
$$

We know from the paramodulation in the initial proof tree that $\sigma(r)=\sigma(s)$, therefore we also have $\rho(\sigma(r))=\rho(\sigma(s))$.

The case where an instance of cut occurs in the left-hand side of an instance of paramodulation: ${ }^{6}$

The case where two instances of paramodulation occur over an instance of paramodulation: ${ }^{7}$

$$
\begin{aligned}
& \begin{array}{c}
\frac{\vdash u=v \quad \vdash s=t[x]}{\vdash \sigma(s)=\sigma(t[v])} \text { Para } \quad \frac{\vdash r=z \quad \vdash \varphi[w]}{\vdash \sigma^{\prime \prime}\left(\sigma^{\prime}(\varphi[\sigma(t[v])])\right)} \text { Para } \quad \text { Para } \quad \rightsquigarrow \gg \sigma^{\prime}(\varphi[z])
\end{array} \\
& \begin{array}{ccc}
\begin{array}{c}
\vdash r=z \\
\vdash \sigma^{\prime}(r)=\sigma^{\prime}(z) \\
\vdash \sigma^{\prime \prime} \\
\left.\vdash \sigma^{\prime}(r)\right)=\sigma^{\prime \prime}(\sigma(t[v])) \\
\vdash \sigma^{\prime \prime}(t[v]) \\
\vdash \sigma^{\prime \prime}\left(\sigma^{\prime}(\varphi[\sigma(t[v])])\right)
\end{array} & \text { Para } & \frac{\vdash \varphi[w]}{\vdash \sigma^{\prime}(\varphi[w])} \text { Subs } \\
\hline &
\end{array}
\end{aligned}
$$

From the three instances of paramodulation in the initial tree, we know that: (1) $\sigma(x)=\sigma(u),(2) \sigma^{\prime}(w)=\sigma^{\prime}(r),(3) \sigma^{\prime \prime}\left(\sigma^{\prime}(z)\right)=\sigma^{\prime \prime}(\sigma(s))$. In the resulting proof tree, we use these unifications in the order (1), (3) and (2).

The case of two cuts over a third one has to be divided into four cases, according to the position of the last cut formula in the premises of the two cuts of the top.

The case where $\varphi$ is in both left premises:

$$
\begin{aligned}
\frac{\Gamma_{1} \vdash \Delta_{1}, \varphi_{1}, \varphi}{\Gamma_{1}, \Gamma_{1}^{\prime} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \varphi}, \varphi_{1} \vdash \Delta_{1}^{\prime} \\
\Gamma_{1}, \Gamma_{1}^{\prime}, \Gamma_{2}, \Gamma_{2}^{\prime} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \Delta_{2}, \Delta_{2}^{\prime} \\
\Gamma_{2}, \Gamma_{2}^{\prime}, \varphi \vdash \Delta_{2}, \Delta_{2}^{\prime} \\
\mathrm{Cut} \\
\mathrm{Cut} \\
\Gamma_{2}
\end{aligned} \quad \frac{\Gamma_{2}, \varphi \vdash \Delta_{2}, \varphi_{2} \quad \Gamma_{2}^{\prime}, \varphi_{2} \vdash \Delta_{2}^{\prime}}{} \quad \begin{aligned}
\frac{\Gamma_{1} \vdash \Delta_{1}, \varphi_{1}, \varphi}{\Gamma_{1}, \Gamma_{2} \vdash \Delta_{1}, \Delta_{2}, \varphi_{1}, \varphi_{2}} \mathrm{\Gamma}_{2} \vdash \Delta_{2}, \varphi_{2} \\
\Gamma_{1}, \Gamma_{2}, \Gamma_{2}^{\prime} \vdash \Delta_{1}, \Delta_{2}, \Delta_{2}^{\prime}, \varphi_{1} \\
\Gamma_{1}, \Gamma_{1}^{\prime}, \Gamma_{2}, \Gamma_{2}^{\prime} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \Delta_{2}, \Delta_{2}^{\prime} \\
\mathrm{Cut} \\
\Gamma_{1}^{\prime}, \varphi_{1} \vdash \Delta_{1}^{\prime} \\
\mathrm{Cut}
\end{aligned}
$$

The case where $\varphi$ is in both right premises:

[^4]\[

$$
\begin{aligned}
& \rightsquigarrow \frac{\Gamma_{1} \vdash \Delta_{1}, \varphi_{1}}{\frac{\Gamma_{1}^{\prime}, \varphi_{1} \vdash \Delta_{1}^{\prime}, \varphi}{\Gamma_{1}^{\prime}, \Gamma_{2}, \Gamma_{2}^{\prime}, \varphi_{1} \vdash \Delta_{1}^{\prime}, \Delta_{2}, \Delta_{2}^{\prime}} \frac{\Gamma_{2} \vdash \Delta_{2}, \varphi_{2}}{\Gamma_{2}, \Gamma_{2}^{\prime}, \varphi_{2}, \varphi \vdash \Delta_{2}^{\prime}} \mathrm{Cut}} \mathrm{Cut}
\end{aligned}
$$
\]

The case where $\varphi$ is in the left premise of the left cut, and in the right premise of the right cut:
$\frac{\frac{\Gamma_{1} \vdash \Delta_{1}, \varphi_{1}, \varphi}{\Gamma_{1}, \Gamma_{1}^{\prime} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \varphi} \Gamma_{1}^{\prime}, \varphi_{1} \vdash \Delta_{1}^{\prime}}{\Gamma_{1}, \Gamma_{1}^{\prime}, \Gamma_{2}, \Gamma_{2}^{\prime} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \Delta_{2}, \Delta_{2}^{\prime}} \quad \frac{\Gamma_{2} \vdash \Delta_{2}, \varphi_{2} \quad \Gamma_{2}^{\prime}, \varphi_{2}, \varphi \vdash \Delta_{2}^{\prime}}{\Gamma_{2}, \Gamma_{2}^{\prime}, \varphi \vdash \Delta_{2}, \Delta_{2}^{\prime}} \mathrm{Cut} \mathrm{Cut}$

$$
\rightsquigarrow \quad \frac{\Gamma_{2} \vdash \Delta_{2}, \varphi_{2}}{\frac{\left.\frac{\Gamma_{1} \vdash \Delta_{1}, \varphi_{1}, \varphi}{\Gamma_{1}, \Gamma_{1}^{\prime} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \varphi}\right)}{\Gamma_{1}, \Gamma_{1}^{\prime}, \Gamma_{2}^{\prime}, \varphi_{2} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \Delta_{2}^{\prime}} \mathrm{Cut}}{ }_{2}^{\prime}, \varphi_{2}, \varphi \vdash \Delta_{2}^{\prime} \mathrm{Cut}
$$

The case where $\varphi$ is in the right premise of the left cut, and in the left premise of the right cut:
$\frac{\frac{\Gamma_{1} \vdash \Delta_{1}, \varphi_{1} \quad \Gamma_{1}^{\prime}, \varphi_{1} \vdash \Delta_{1}^{\prime}, \varphi}{\Gamma_{1}, \Gamma_{1}^{\prime} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \varphi} \mathrm{Cut} \quad \frac{\Gamma_{2}, \varphi \vdash \Delta_{2}, \varphi_{2} \quad \Gamma_{2}^{\prime}, \varphi_{2} \vdash \Delta_{2}^{\prime}}{\Gamma_{2}, \Gamma_{2}^{\prime}, \varphi \vdash \Delta_{2}, \Delta_{2}^{\prime}} \mathrm{Cut}}{\Gamma_{1}, \Gamma_{1}^{\prime}, \Gamma_{2}, \Gamma_{2}^{\prime} \vdash \Delta_{1}, \Delta_{1}^{\prime}, \Delta_{2}, \Delta_{2}^{\prime}} \mathrm{Cut}$

$$
\rightsquigarrow \quad \frac{\Gamma_{1} \vdash \Delta_{1}, \varphi_{1} \frac{\Gamma_{1}^{\prime}, \varphi_{1} \vdash \Delta_{1}^{\prime}, \varphi}{\Gamma_{1}^{\prime}, \Gamma_{2}, \Gamma_{2}^{\prime}, \varphi_{1} \vdash \Delta_{1}^{\prime}, \Delta_{2}, \Delta_{2}^{\prime}}}{\Gamma_{2}, \Gamma_{2}^{\prime}, \varphi \vdash \Delta_{2}, \Delta_{2}^{\prime}} \mathrm{Cut} \mathrm{Cut}
$$

Let us define the measure of a proof tree $\pi$ by:

$$
\begin{aligned}
& m\left(\frac{\pi_{1} \pi_{2}}{\Gamma_{1}, \Gamma_{2} \vdash \Delta_{1}, \Delta_{2}} \text { Cut }\right)= \begin{cases}1+m\left(\pi_{1}\right)+m\left(\pi_{2}\right) & \text { if each } \pi_{i}=\frac{\pi_{i_{1}}}{\Gamma_{i} \vdash \Delta_{i}} \text { Cut } i=1,2 \\
m\left(\pi_{1}\right)+m\left(\pi_{2}\right) & \text { otherwise }\end{cases} \\
& m\left(\frac{\pi_{1} \pi_{2}}{\Gamma_{1}, \Gamma_{2} \vdash \Delta_{1}, \Delta_{2}} \text { Para }\right)= \begin{cases}1+m\left(\pi_{1}\right) & \text { if } \pi_{1}=\frac{\pi_{1_{1}}}{\Gamma_{1} \vdash \Delta_{1}} \text { Cut } \\
1+m\left(\pi_{1}\right)+m\left(\pi_{2}\right) & \text { if each } \pi_{i}=\frac{\pi_{i_{1}}}{\Gamma_{i} \vdash \Delta_{i}} \pi_{i_{2}} \\
m\left(\pi_{1}\right)+m\left(\pi_{2}\right) & \text { otherwise }\end{cases}
\end{aligned}
$$

A proof tree $\pi$ is in normal form if and only if $m(\pi)=0$. A proof tree $\pi=\frac{\pi_{1} \pi_{2}}{\varphi}$ is called maximal if and only if $\pi_{1}$ and $\pi_{2}$ are in normal form but $\pi$ is not. Therefore, by applying the strategy which consists in reducing first maximal proof trees, we show that the measure $m$ decreases for each basic transformation given above.

Since by hypothesis, $S p \models \rho(\psi)$, and $\psi$ is not a tautology, there necessarily exists either an axiom

$$
\psi_{1}, \ldots, \psi_{p}, \xi_{1}, \ldots, \xi_{l} \vdash \varphi_{1}, \ldots, \varphi_{q}, \zeta_{1}, \ldots, \zeta_{k}
$$

or an axiom

$$
\psi_{1}, \ldots, \psi_{p}, \xi_{1}, \ldots, \xi_{l} \vdash \varphi_{1}, \ldots, \varphi_{q}, \zeta_{1}, \ldots, \zeta_{k}, s=t
$$

and a ground substitution $\rho^{\prime}$ such that

- $\rho^{\prime}\left(\psi_{i}\right)=\rho^{\prime}\left(\gamma_{i}\right)$ for each $1 \leq i \leq p$
- $\rho^{\prime}\left(\varphi_{i}\right)=\rho^{\prime}\left(\delta_{i}\right)$ for each $1 \leq i \leq q$
$-\rho^{\prime}\left(\left.\delta_{n}\right|_{\omega}\right)=\rho^{\prime}(t)$.
Hence $\rho^{\prime}$ is a unifier of each $\psi_{i}$ and $\gamma_{i}$, of each $\varphi_{i}$ and $\delta_{i}$ and of $\delta_{\left.n\right|_{\omega}}$ and $t$. So there exists a proof tree resulting of the transformation defined above, of conclusion $\rho(\psi)$ where $\rho=\rho^{\prime}$, and of the form:

$$
\begin{array}{ccc}
\frac{\vdots}{\vdash \rho\left(\xi_{2}\right)} & \frac{\vdots}{\vdash \rho\left(\xi_{1}\right)} \\
\frac{\rho(\Gamma), \rho\left(\Omega_{2}\right) \vdash \rho(\Delta)}{} \text { Cut } \\
\frac{\vdots}{\rho\left(\Gamma^{\prime}\right) \vdash \rho\left(\xi_{l}\right), \rho\left(\Delta^{\prime}\right)} & \frac{\rho(\Gamma), \rho\left(\Omega_{l}\right) \vdash \rho(\Delta)}{\rho(\Gamma), \rho\left(\Gamma^{\prime}\right) \vdash \rho(\Delta), \rho\left(\Delta^{\prime}\right)} \text { Cut } \\
\frac{\text { Cut }}{} \text { Cut }
\end{array}
$$

where $S T$ is the following subtree:
or of the form:

$$
\begin{aligned}
& \frac{\vdots}{\stackrel{\vdash \rho\left(\xi_{2}\right)}{ }} \frac{\frac{\vdots}{\vdash \rho\left(\xi_{1}\right)} \quad S T}{\rho(\Gamma), \rho\left(\Omega_{2}\right) \vdash \rho(\Delta), \rho\left(\delta_{n}[r]\right)} \mathrm{Cut} \\
& \frac{\vdots}{\frac{\rho\left(\Gamma^{\prime}\right) \vdash \rho\left(\xi_{l}\right), \rho\left(\Delta^{\prime}\right)}{\rho(\Gamma), \rho\left(\Gamma^{\prime}\right) \vdash \rho(\Delta), \rho\left(\Delta^{\prime}\right), \rho\left(\delta_{n}[r]\right)} \frac{\rho}{\rho(\Gamma), \rho\left(\Omega_{l} \vdash \rho(\Delta), \rho\left(\delta_{n}[r]\right)\right.} \text { Cut }} \text { Cut }
\end{aligned}
$$

where $S T$ is the following subtree:

and where $\Gamma=\left\{\psi_{1}, \ldots, \psi_{p}\right\}, \Delta=\left\{\varphi_{1}, \ldots, \varphi_{q}\right\}, \Gamma^{\prime}=\left\{\gamma_{p+1}, \ldots, \gamma_{m}\right\}, \Delta^{\prime}=$ $\left\{\delta_{q+1}, \ldots, \delta_{n}\right\}$, for each $i, 1 \leq i \leq l, \Omega_{i}=\left\{\xi_{i}, \ldots, \xi_{l}\right\}$ and for each $i, 1 \leq i \leq k$, $\Lambda_{i}=\left\{\zeta_{i}, \ldots, \zeta_{k}\right\}$.

## 5 Unfolding and structural induction

### 5.1 Structural induction

In our hypothesis, we have assumed that the signature $\Sigma$ defines the visible (public) interface of programs under testing. When the operations implemented in the program are exactly the ones of the signature (i.e. no operation of the signature is supposed to be hidden), then we can suppose that the first-order structure $\mathcal{M}$ associated to the program under testing is reachable, that is all the values manipulated by the program are the result of a computation defined here by the evaluation of a ground term. When dealing with reachable models, a proof principle naturally emerges : the proof by structural induction. A simple inference (meta)-rule to define such a reasoning is the following : let $\varphi[x]_{s}$ be a formula where $x$ denotes a free variable of sort $s$, and $\varphi[x / t]_{s}$ the formula obtained from $\varphi$ by substituting every free occurrences of the variable $x$ by the term $t$

$$
\frac{\forall t \in T_{\Sigma_{s}}, S p \vdash \varphi[x / t]}{S p \vdash \varphi[x]_{s}}
$$

This rule is known to be sound and complete for all reachable models. The problem is that it is useless as inference rule because it requires to verify an infinite set of premisses. Now, we can provide the set $T_{\Sigma}$ with the following binary relation $\triangleright$ defined by:

$$
t \triangleright t^{\prime} \text { if and only if } t \text { is a sub-term of } t^{\prime}
$$

This relation is obviously well-founded. A mathematical induction principle based on $\triangleright$ can then be defined. This mathematical induction principle, so-called structural induction principle, is the following : let $S P=(\Sigma, A x)$ be a specification, let $\varphi[x]_{s}$ be a formula over $\Sigma$, and let us note the property $\mathcal{P}_{\varphi[x]_{s}}(t)=S P \vdash \varphi[x / t]$

$$
\forall t \in T_{\Sigma_{s}}, \mathcal{P}_{\varphi(x)_{s}}(t) \Longleftrightarrow\left[\forall t \in T_{\Sigma_{s}},\left(\forall t^{\prime} \in T_{\Sigma_{s}}, t^{\prime} \triangleright t \Rightarrow \mathcal{P}_{\varphi[x]_{s}}\left(t^{\prime}\right)\right) \Rightarrow \mathcal{P}_{\varphi[x] s}(t)\right]
$$

Ground terms being only defined by operations of the signature $\Sigma$, we can translate this reasoning by structural induction according to the order $\triangleright$, by an inference rule with a finite set of premisses when the signature is equipped with a finite set of operations (what is reasonable in practice). Before giving this new inference rule, let us first define some notations which will be useful to this subject. Let $\Sigma=(S, F, V)$ be a signature

- For every operation $f: s_{1} \times \ldots \times s_{n} \rightarrow s \in F$, let us note $I(f)=\{i \mid 1 \leq i \leq$ $\left.n \wedge s_{i}=s\right\}$.
- Let $F^{\prime}$ be a set of operation names. Let us note $\Sigma \cup F^{\prime}$ the signature defined by: $\Sigma \cup F^{\prime}=\left(S, F \cup F^{\prime}, V\right)$.
- Let $S P=(\Sigma, A x)$ be a specification. In the following, $S P \vdash \varphi$ will be noted $S P \vdash_{\Sigma} \varphi$.

Definition 8 (Structural induction) Let $S P=(\Sigma, A x)$ be a specification. The principle of structural induction is expressed as follows :
$\frac{\left.\left(\Sigma \cup\left\{x_{j}: \rightarrow s \mid j \in I(f)\right\}, A x \cup\left\{\varphi\left[x / x_{j}\right] \mid j \in I(f)\right\}\right) \vdash_{\Sigma \cup\left\{x_{j}: \rightarrow s \mid j \in I(f)\right\}} \varphi\left[x / f\left(x_{1}, \ldots, x_{n}\right)\right]\right)_{f: s_{1} \times \ldots \times s_{n} \rightarrow s \in F}}{S P \vdash_{\Sigma} \varphi[x]_{s}}$
$V \cap\left\{x_{j}: \rightarrow s \mid j \in I(f)\right\}=\emptyset$ et $\left\{x_{j}: \rightarrow s \mid j \in\{1, \ldots, n\} \backslash I(f) \subseteq V\right.$.
According the above rule, the reasoning establishes an induction on the size of ground terms. As every induction principle, it comes true by supposing that $\varphi[x]_{s}$ is satisfied for every ground terms of sort $s$ (and then for all the values for reachable models) whose size is lesser than some positive intergers (represented here by the constants $x_{j}: \rightarrow s$ for $\left.j \in I(f)\right)$, and establishes the satisfaction of $\varphi[x]_{s}$ for every ground terms whose the size is just greater than (i.e. the ground terms obtained by adding an operation name at the top). Hence, ground terms on which the induction hypothesis is supposed are then any, that is they act as new constants. The other symbols $x_{j}$ for $j \in\{1, \ldots, n\} \backslash I(f)$ being of sort $s^{\prime} \neq s$, are not concerned by this step of induction, and then "stay" variables. We will be able to apply if necessary structural induction steps on these variables. This rule is sound but is not complete (a simple consequence of Godel's incompleteness theorem).

Example 6 Let us suppose the specification $S P$ of the arithmetic defined by

- the signature $\Sigma=(S, F, V)$ where $S=\{n a t\}, F=\left\{0: \rightarrow\right.$ nat $;_{-}+1:$ nat $\rightarrow$ $\left.n a t,+_{-}: n a t \times n a t \rightarrow n a t\right\}$, and $V=\{x, y\}$, and
- the set of axioms $A x$

$$
\begin{aligned}
& -x+0=x \\
& -x+(y+1)=(x+y)+1
\end{aligned}
$$

It is well-known that when the set of algebras is restricted to reachable algebras, we can prove by structural induction that $0+x=x$. Indeed, by applying the inference rule of the structurale induction, we have three cases to prove :
$S P \vdash_{\Sigma} 0+0=0$
$S P \cup\left\{0+x_{1}=x_{1}\right\} \vdash_{\sigma \cup\left\{x_{1}: \rightarrow \text { nat }\right\}} 0+\left(x_{1}+1\right)=\left(x_{1}+1\right)$
$S P \cup\left\{0+x_{i}=x_{i} \mid i=1,2\right\} \vdash_{\sigma \cup\left\{x_{i}: \rightarrow \text { nat } 1=1,2\right\}} 0+\left(x_{1}+x_{2}\right)=\left(x_{1}+x_{2}\right)$
Actually, the two first cases are sufficient. Indeed, we can generate a terminating and confluent rewrite system just by orienting from left to right the two equations. Hence, the operation + is completely defined from the operations 0 and ${ }_{-}+1$, often called the constructors of positive integers.

### 5.2 Test selection and structural induction

The induction rule presented in the previous section is independent of any calculus. Hence, the set of inference rules used to make inferences except for induction steps, can be the sequent calculus, and then the formula $\varphi$ in the induction rule a sequent. This is what we will suppose here. In this framework, the induction rule leads to a new step in the unfolding algorithm. This new step is placed in the algorithm of unfolding just after the case of Reduce. Before to present the unfolding step for induction, let us recall that a normalized sequent $\psi=\gamma_{1}, \ldots, \gamma_{m} \vdash \delta_{1}, \ldots, \delta_{n}$ has been chosen in a set $C$ of $\Psi$. To simplify the presention, we will use the interpretation of $\psi$ in the first-order
logic $\psi^{\prime}=\gamma_{1} \wedge \cdots \wedge \gamma_{m} \Rightarrow \delta_{1} \vee \cdots \vee \delta_{n}$ on which we will make a normalization step after having made an induction step on it (see below). The unfolding for induction is then defined by:

## (Unfold_Induction)

if $x$ is a variable of sort $s$ of $\psi$ s.t. $\neg \operatorname{labeled}(x)$ then

$$
\{\psi[x / c s t e] \mid c s t e: \rightarrow s\}
$$

$$
\cup\left\{\text { Normalization }\left(\left(\wedge_{i \in I(f)} \psi^{\prime}\left[x / x_{i}\right]\right) \Rightarrow \psi^{\prime}\left[f\left(x_{1}, \ldots, x_{n}\right)\right]\right) \mid f \in F,\left(\forall i \in I(f), x_{i}: \text { fresh variable }\right)\right\}
$$

For each fresh variable $x_{i}$ added in the previous step, we set labeled $\left(x_{i}\right)$
Add ( $c, I d$ ) to $\operatorname{Unf}(\psi)$
end if
We assume to have initialized each variable $x$ of the test purpose $\varphi$ to $\neg \operatorname{labeled}(x)$.
Considering as a new constraint, the normalization of formula $\left(\wedge_{i \in I(f)} \psi^{\prime}\left[x / x_{i}\right]\right) \Rightarrow$
$\left.\psi^{\prime}\left[f\left(x_{1}, \ldots, x_{n}\right)\right]\right)$ allows to link together the variables $x_{i}$ in each $\psi^{\prime}\left[x / x_{i}\right]$ and $\left.\psi^{\prime}\left[f\left(x_{1}, \ldots, x_{n}\right)\right]\right)$.
Indeed, as we have already explained it in the previous section, each $x_{i}$ in the induction rule presented in the previous section, play the rôle of a constant. Hence, the induction hypothesis and the general case represented here by each $\psi^{\prime}\left[x / x_{i}\right]$ and $\left.\psi^{\prime}\left[f\left(x_{1}, \ldots, x_{n}\right)\right]\right)$, respectively, are ground terms but over the signature $\Sigma^{\prime}=\Sigma \cup$ $\left\{x_{i} \mid i \in I(f)\right\}$. This then prevents the program under testing to directly interpret them, because it does not know how to interpret each constant $x_{i}$. Now, by the theorem of deduction which holds in the first-order logic, we have equivalently the formula $\left.\left(\wedge_{i \in I(f)} \psi^{\prime}\left[x / x_{i}\right]\right) \Rightarrow \psi^{\prime}\left[f\left(x_{1}, \ldots, x_{n}\right)\right]\right)$. By definition, this formula is correct for any value that can be associated to each constant $x_{i}$. Under this form, each $x_{i}$ can then be variables, that is they can be substituted during the inference steps that follow. When they are substituted by ground terms, generated constraints can then be interpreted by the program under testing. The fact to label these new variables in the algorithm, allows not to apply some induction steps on these fresh variables, and then reach endless inductions.

Adding this induction step in the unfolding algorithm preserves the correctness of the algorithm. On the other hand, this does not allow to preserve its completeness. The reason is because the new constraints defined by the general cases can require in their proof to make some other induction steps. This is, for instance, the case of the second general case to prove in Example 6. Indeed, proving the formula $0+\left(x_{1}+x_{2}\right)=\left(x_{1}+x_{2}\right)$ needs of the associativity of + which itself is proved by structural induction from the axioms given in Example 6.
An explanation is formulas that require to be proved by structurale induction are not, by definition, some consequences (by using the other rules of the calculus) of axioms, and then require human intervention to be generated. More formally, the completeness of the algorithm would be satisfied, if both cut and paramodulation rules would go over induction. However, this does not hold in general.

## Conclusion

In this paper, we extended the test selection method known as axiom unfolding to quantifier-free first-order specifications with equality. We first proved the existence of an exhaustive test set, namely the set of observable semantic consequences of the specification, without any condition on the system under test. As it has originally been
defined in the algebraic specifications setting, our unfolding procedure consists in dividing the initial test set for a formula into test subsets, characterising the different instances of this formula that can be proved from the specification axioms. The generation of a test set for this formula then arises from the selection of one test case in each resulting subset. We improved our previous works on this procedure by handling the equality predicate in an efficient way, thanks to the paramodulation rule. We proved this procedure to be sound and complete, so that exhaustivity for a given formula is preserved at each step. We finally proposed a strategy to cover the exhaustive test set.

The definition of test selection criteria is the first step towards the construction of a practical test set to submit to the system. The next step is the generation of a test set satisfying these criteria. In our framework, the generation consists in applying the uniformity hypothesis to the constrained test sets obtained by unfolding an initial test purpose. It actually comes down to solve the constraints associated to each constrained test purpose, in order to build one test case corresponding to this purpose. Note that for a constrained test set $T_{(\mathcal{C}, \sigma), \varphi}$ where $\mathcal{C}$ is empty, any instantiation of the variables defines a test case. However, since we are interested in generating only one test case per constrained test set, a complete unfolding procedure is useless. It suffices to solve the constraints on the fly, during the unfolding procedure. A strategy is then needed to choose at each step which constraint in the current set $\mathcal{C}$ should be unfolded in order to reduce the remaining set $\mathcal{C}$ to the empty set and then to be able to compute a test case. Obviously, as the current set of constraints may be unsatisfiable, the test case generation also requires some backtracking steps. To be efficient, such a strategy of test case generation should be based on some heuristics (e.g. the choice of the next constraint to be unfolded may be based on syntactic criteria, like constraints with the fewest variables or constraints unifying with the fewest axioms) or applied to specifications written according to some predefined restricted form [24,1]. To complete the work of this paper, we plan to study the definition of an efficient algorithm of test case generation for a subclass of quantifier-free first-order specification.

Ongoing research is also to be continued on structuration aspects. Axiomatic specifications can be structured via operators allowing to rename, to reduce or to enrich a specification for instance, or to make the union of two specifications. Integration testing, that is testing the composition of several modules or program units, deals with testing the new properties arising from the composition of those modules but that did not exist in the individual modules. Our goal then is to propose a framework of functional testing with selection criteria including structuration primitives, following for instance [22,23].
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[^1]:    1 In this sense, standard software differentiate from reactive systems, that are often characterised by the fact that they do not compute a result but rather maintain an interaction with their environment. Manipulated data structures are often very simple while control is very complex (parallel execution...). Many works have been dedicated to testing reactive and communicating systems, among which [19, 26, 29, 28, 12, 13].
    2 Algebraic specifications are a restriction of first-order specifications where the only predicate is equality and axioms are only equations or universal Horn clauses.
    ${ }^{3}$ See [3] for a complete presentation of this result.

[^2]:    ${ }^{4}$ For a given set $X, \mathcal{P}(X)$ denotes the set of all subsets of $X$.

[^3]:    ${ }^{5}$ In the algorithm, $\delta_{\left.n\right|_{\omega}}$ is the subterm appearing at position $\omega$ in $\delta_{n}$, where positions in terms are defined by words over naturals, following the standard numbering of tree nodes.

[^4]:    ${ }^{6}$ We omit the contexts for the sake of readability.
    7 We omit the contexts for the sake of readability.

