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ABSTRACT: This paper presents a computational framework for the integration of renewable generators DG into an electrical power distribution network. Reliability of power supply is targeted, taking into account the uncertainty of loads and renewable energy sources and, in addition to the failure behavior of the system components. The computational framework developed integrates Monte Carlo simulation for the generation of the uncertain scenarios of operation and Optimal Power Flow (MCS-OPF) into a multi-objective NSGA-II search engine. NSGA-II searches for Pareto optimal (non-dominated) solutions of allocation of DG in the electrical power network. Optimality is sought with respect to power service reliability and cost performance indicators, and is evaluated by MCS-OPF, for each allocation proposed by NSGA-II. A case study is presented to discuss the implications of the new framework and propose further challenges.

1 INTRODUCTION

We consider the optimization problem of distributed generation (DG) sizing and allocation. This is a relevant problem in modern power grid design and extension planning. The objective functions typically considered are based on three types of indicators: cost-based (Atwa et al., 2010, Falaghi et al., 2011, Liu et al., 2011, Martins & Borges, 2011, Raoofat, 2011, Viral & Khatod, 2012), operational (reliability) (Borges, 2012, Ganguly et al., 2010, Martins & Borges, 2011) and technical (Atwa et al., 2010, Hejazi et al., 2010). Power flow (PF) equations used to evaluate the objective functions. Evolutionary algorithms (EAs) have been proposed as an effective way of handling the complexity of the optimization problem related to DG sizing and allocation (Alarcon-Rodriguez et al., 2010). Among the EAs commonly used are particle swarm optimization (PSO) (Ganguly et al., 2010), differential evolution (DEA) (Hejazi et al., 2010) and genetic algorithms (GA) (Falaghi et al., 2011, Liu et al., 2011, Martins & Borges, 2011, Raoofat, 2011).

A relevant role in the optimality of the solutions is played by the uncertainties in the system, due to the inherent uncertain behavior of the renewable primary energy sources, unexpected failures or stoppages of the generation units, to variability in the main power supply, interruptions of the power flow in the feeders, failures in the components, fluctuations in the loads and energy price, etc.

We address the problem by a computational framework, in which the main sources of uncertainties are incorporated by a Monte Carlo simulation and Optimal Power Flow (MCS-OPF) model within a multi-objective optimization (MOO) search engine based on NSGA-II (Deb et al., 2002). Pareto optimal solutions of sizing and allocation of the different renewable DG technologies are found to simultaneously minimize the expected global cost ($EC_g$) and expected energy not supplied ($EENS$).

2 DISTRIBUTED GENERATION NETWORK

The DG network is considered to be composed by four main classes of components: nodes, feeders, main supply spots (MS) and renewables DG units. The nodes are fixed spatial locations at which loads, main supply spots and DG units can be allocated. Feeders connect the different nodes and through them the power is distributed. MS and DG units are power sources; if electric vehicles or storage devices are considered as DG technologies, they can also act as loads when they are in charging state. The locations of the MS spots are considered fixed. An example of configuration of a DG network is show in Figure 1.
The renewable DG technologies considered are of four types: solar photovoltaic (PV), wind turbines (W), electric vehicles (EV) and storage devices. The sets and subsets of components of the DG network are represented by the following notation:

- \( N \): set of nodes
- \( n = |N| \): number of nodes in the network
- \( FD \): set of feeders
- \( MS \): set of main supply spots
- \( m = |MS| \): number of main supply spots
- \( DG \): set of all DG technologies
- \( d = |DG| \): number of DG technologies
- \( PV \): set of all photovoltaic technologies
- \( EW \): set of all wind technologies
- \( EV \): set of all electric vehicles technologies
- \( ST \): set of all storage technologies

\( \bar{\Xi} = \left[ \begin{array}{c} \xi_{i,j}^S \cdots \xi_{i,j}^S \cdots \xi_{1,m}^S \cdots \xi_{1,m+1}^S \cdots \xi_{1,m,d}^S \\ \vdots \cdots \cdots \cdots \vdots \cdots \cdots \cdots \vdots \cdots \cdots \cdots \vdots \\ \xi_{i,j}^M \cdots \xi_{i,j}^M \cdots \xi_{1,m}^M \cdots \xi_{1,m+1}^M \cdots \xi_{1,m,d}^M \\ \vdots \cdots \cdots \cdots \vdots \cdots \cdots \cdots \vdots \cdots \cdots \cdots \vdots \end{array} \right] \)

where, \( \Xi^MS \) and \( \Xi^DG \) are the main supply and DG units part of the matrix \( \Xi \) respectively and \( \xi_{i,j} \) is given by:

\[
\xi_{i,j} = \begin{cases} \xi & \text{units MS or DG type } j \text{ are allocated at node } i \\ 0 & \text{otherwise} \end{cases}
\]

\( \forall i \in N, j \in MS \cup DG, \xi \in Z^+ \)  \( (2) \)

Feeders deployment is defined by the set of connected nodes:

\( FD = \{(i,j), \ldots, (i,j')\} \) \( \forall (i,j') \in N \times N, (i,i') \text{ is a feeder} \)  \( (3) \)

In this manner, a configuration of the DG network is given by the pair \( (\Xi, FD) \) and both power sources and feeders are subject to uncertainties, so the performance of the network is strongly dependent on the configuration and the operating scenarios.

### 2.1 Modeling of uncertainties

#### 2.1.1 Mechanical states of the components

In the present paper, the components of the network i.e. MS spots, renewable DG units and feeders are considered to be affected by interruptions in their functionality due to the occurrence of failures. The components can be in the mutually exclusive mechanical states \( mc \) (binary): (1) available to operate and (0) under repair. The stochastic behavior failures and repair actions is modeled by a Markov model and the duration of each state is assumed as exponentially distributed (Li & Zio, 2012).

#### 2.1.2 Photovoltaic generation

PV technology generates electrical power by transforming solar irradiance into direct current through a set of solar cells configured as panels. Usually, solar irradiance has been modeled using probabilistic distributions, derived from the weather historical data of a particular geographical area. In this paper, the Beta distribution function is used (Li & Zio, 2012).

\[
f_m(s) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} s^{\alpha-1}(1-s)^{\beta-1} \quad \forall s \in [0,1], \alpha, \beta \geq 0
\]

where, \( s \) is the solar irradiance, \( f_m \) the Beta probability density function and \( \alpha \) and \( \beta \) its parameters.

PV power generation depends on the features of the photovoltaic material and the ambient temperature on site. The power output from \( n_{cells} \) solar cells is given by (Li & Zio, 2012):

\[
T_s = T_c + s \left( \frac{N_{as} - 20}{0.8} \right)
\]

\[
I = s(I_{sc} + k_i(T_c - 25))
\]

\[
V = V_{oc} + k_i T_c
\]

\[
FF = \frac{V_m^{MPP}}{V_s} I_{sc}
\]

\[
P = n_{cells} \times FF \times V \times I
\]

where, \( T_s, N_{as}, T_c \) [°C] are the ambient, nominal cell operating and cell temperatures, respectively; \( I_{sc} \) short circuit current [A], \( k_i \) [mA/°C] current temperature coefficient, \( V_{oc} \) open circuit voltage [V], \( V_m \) [mV/°C] voltage temperature coefficient, \( V_m^{MPP} \) [V] and \( I_{m}^{MPP} \) [A] voltage and current at maximum power, respectively; \( FF \) fill factor and \( P \) PV power output [W].

#### 2.1.3 Wind generation

Wind generation is obtained from turbine-alternator devices that convert the kinetic energy of the wind into mechanical-electrical power. The uncertain behavior of the wind speed is commonly represented through probability distributions, specifically the Rayleigh distribution has been widely used.
where, \( ws \) is the wind speed [\( m/s \)], \( f_w \) the Rayleigh probability density function and \( \sigma \) its scale parameter.

Thus, for a given value of wind speed, the output of a single wind turbine is modeled as (Atwa et al., 2010, Li & Zio, 2012):

\[
P_w(ws) = \begin{cases} 
  \frac{p_{\text{RID}}}{(ws - ws_{\text{in}})} & ws_{\text{in}} \leq ws < ws_{\text{co}} \\
  \frac{p_{\text{RID}}}{(ws_{\text{co}} - ws_{\text{out}})} & ws_{\text{co}} \leq ws < ws_{\text{out}} \\
  0 & \text{otherwise}
\end{cases}
\]

where, \( ws_{\text{in}}, ws_{\text{co}} \) and \( ws_{\text{out}} \) [\( m/s \)] are the cut-in, rated and cut-out wind speeds respectively, \( P_{\text{RID}}[\text{kW}] \) the rated power and \( P^w \) the wind power output [\( \text{kW} \)].

2.1.4 Electric vehicles

In the present work, EV are treated as a ‘block group’ of battery electric vehicles with three possible operating states: charging, discharging and disconnected (Clement-Nyns et al., 2011). For a ‘block group’ of EV, the single operating behavior of each electric vehicle is aggregated to an overall performance. In charging state, EV behave as loads while in discharging as power sources. The dis/connection pattern is considered uncertain and represented approximating the hourly probability distribution of the operating states per day. The approximation is inferred from the percentage of trips that the vehicles perform by hour of the day with the duration intervals assigned to each operating state (Clement-Nyns et al., 2011).

Given a specific hour of the day \( t_{op} \), the operating state of a block of EV is sampled randomly from the corresponding probabilities. Thus, the power output for a block of EV is estimated according to equations (12) and (13).

\[
f_{op}(t_{op}, \text{op}) = \begin{cases} 
  p_{\text{a}}(t_{op}) & \text{op = discharging} \\
  p_{\text{c}}(t_{op}) & \text{op = charging} \\
  p_{\text{d}}(t_{op}) & \text{op = disconnected}
\end{cases}
\]

\[
P^w(t_{op}) = \begin{cases} 
  P_{\text{RID}} & \text{op = discharging} \\
  0 & \text{op = disconnected} \\
  -P_{\text{RID}} & \text{op = charging}
\end{cases}
\]

where, \( t_{op} \) [\( h \)] is the residence duration for operating state \( \text{op} \), \( f_{op} \) the operating state probability density function and \( P_{\text{RID}}^w \) [\( \text{kW} \)] the EV rated power.

2.1.5 Storage devices

ST technology are considered as batteries. Commonly, ST devices present two possible operating states, charging and discharging. In this study, the level of charge in the batteries is randomized and the discharging state is the only one that takes place. This allows us to treat the battery operation as non-sequential i.e. each operating state is independent from the previous one. Then, the power output per unit of mass of one storage device is calculated as follows:

\[
f_{st}(Q^s) = \begin{cases} 
  \frac{1}{SE \times M_T} & 0 < Q^s \leq SE \times M_T \\
  0 & \text{otherwise}
\end{cases}
\]

\[
\dot{t}_R(Q^s) = \frac{Q^s}{P_{\text{RID}}^w}
\]

\[
P^w(t_R) = P_{\text{RID}}^w \forall t_R \in [0, \dot{t}_R]
\]

where, \( Q^s \) [\( \text{kJ} \)] is the level of charge in the battery, \( SE \) [\( \text{kJ/kg} \)] the specific energy of the active chemical, \( M_T \) [\( \text{kg} \)] the total mass of active chemical in the battery, \( f_{st} \) uniform probability density function, \( P_{\text{RID}}^w \) [\( \text{kW} \)] rated power and \( \dot{t}_R \) [\( h \)] the discharging time interval.

2.1.6 Main power supply

The MS spots in the DG network represent the locations of the transformers that provide the voltage level of the customers. The variability in the power supplied from the transformers is assumed following normal distribution functions limited by 0 and the maximum capacity of the transformers.

\[
f_{ms}(P^m) = \begin{cases} 
  \frac{1}{\sigma^{ms}} \left( \frac{P^m - \mu^{ms}}{\sigma^{ms}} \right) & 0 \leq P^m \leq P_{\text{cap}}^{ms} \\
  \phi \left( \frac{P^m - \mu^{ms}}{\sigma^{ms}} \right) - \phi \left( \frac{-\mu^{ms}}{\sigma^{ms}} \right) & \text{otherwise}
\end{cases}
\]

where, \( P^m \) [\( \text{kW} \)] is the available main power supply, \( \mu^{ms} \) the Normal distribution mean, \( \sigma^{ms} \) the Normal distribution standard deviation, \( f_{ms} \) the Nomal probability density function, \( P_{\text{cap}}^{ms} \) [\( \text{kW} \)] the maximum capacity of the transformer, \( \phi(\cdot) \) the standard Normal probability density function and \( \Phi(\cdot) \) the cumulative distribution function of \( \phi(\cdot) \).

2.1.7 Demand of power

The total demand of power in the network can be represented as daily load profiles deducted from historical data (Atwa et al., 2010, Ren et al., 2010). The nodal power demands are defined adopting the same behavior of the total demand profile and modeling the hourly level of load as normally distributed as shown in Figure 2.

\[
\text{Figure 2. Daily load profile. Hourly normally distributed load.}
\]
In this manner, the nodal power demands are modeled as:

\[
f_i(L_i, t_d) = \begin{cases} 
\frac{1}{\sigma_i(t_d)} \left( \frac{L_i - \mu_i(t_d)}{\sigma_i(t_d)} \right) & \forall i \in N, 0 \leq L_i \leq \infty \\
1 - \phi \left( \frac{-\mu_i(t_d)}{\sigma_i(t_d)} \right) & \text{otherwise}
\end{cases}
\]  

(18)

where, \(L_i\) [kW] is the power demand at node \(i\) and \(\mu_i\), \(\sigma_i\), and \(f_{\text{nom}}\) the Nominal probability mean, standard deviation and density function respectively.

3 MONTE CARLO – OPTIMAL POWER FLOW SIMULATION

For a given DG-integrated network solution \(\{\mathcal{E}, \mathcal{F}\}\), each uncertain variable is randomly sampled, constituting a vector \(\hat{\vartheta}\) which defines an operational scenario. Then, the performance of the network is evaluated through the OPF.

\[
\hat{\vartheta} = \left[ t_d, P^{\text{src}}, L_i, s_i, w_i, \Delta \varphi_{i,j}, Q^{\text{src}}, m_{c,i}, m_{v,i} \right] \quad \forall i, i' \in N, j \in \mathcal{S} \cup \mathcal{DG} (i, i') \in \mathcal{F}
\]

(19)

The hour of the day \(t_d\) [h] is sampled from a uniform distribution \(U(1,24)\). The night interval is defined between the 22.00 and 06.00 hours. If the value of \(t_d\) falls in the night interval, there is no solar irradiation \((s=0)\).

3.1 Optimal power flow formulation

Power flow analysis is performed using a DC model which linearizes the classical non-linear conditions (Purchala & Meeus, 2005). The assumptions of the DC power flow are:
- The difference between voltage angles are small, i.e., \(\sin(\Delta \varphi) \approx \Delta \varphi\) and \(\cos(\Delta \varphi) \approx 1\).
- The feeders resistance is neglected, i.e., power losses in the feeders are neglected.
- The voltage profile is flat (constant \(V\), set to 1 p.u.).

For a given DG network \(\{\mathcal{E}, \mathcal{F}\}\) and operational scenario \(\hat{\vartheta}\), the formulation of the OPF problem is:

\[
\min_{C_{\text{O&M}}} \left\{ P_{\text{gen}}^{\hat{\vartheta}} \right\} = \sum_{n \in \mathcal{MS} \cup \mathcal{DG}} \sum_{i \in \mathcal{N}} C_{\text{O&M}} \times P_{\text{gen}}^{\hat{\vartheta}} \times t^s
\]

s.t.

\[
\begin{align*}
\sum_{i \in \mathcal{N}} P_{\text{gen}}^{\hat{\vartheta}} + LS_i^{\hat{\vartheta}} + \sum_{i \in \mathcal{N}} m_{c,i} B_{i}(\delta_i^{\hat{\vartheta}} - \delta_i^{\hat{\vartheta}}) - L_i^{\hat{\vartheta}} &= 0 \\
0 \leq P_{\text{gen}}^{\hat{\vartheta}} &\leq P_{\text{gen}}^{\hat{\vartheta}} \quad \forall i \in N, j \in \mathcal{S} \cup \mathcal{DG}
\end{align*}
\]

(21)

(22)

\[
[m_{c,i} B_{i}(\delta_i^{\hat{\vartheta}} - \delta_i^{\hat{\vartheta}})] \leq V \times \text{Amp}_{i}^{\hat{\vartheta}} \quad \forall i, i' \in N, (i, i') \in \mathcal{F}
\]

(23)

where, \(\hat{\vartheta}\) [h] is the duration of the scenario \(\hat{\vartheta}\), \(C_{\text{O&M}}^{\hat{\vartheta}}\) [$] the operating and maintenance cost (O&M) of the total power supply MS and DG, \(C_{\text{O&M}}^{\hat{\vartheta}}\) [$/kWh] the variable O&M costs of the power source \(j\), \(B_{i} \) [1/\(\Omega\)] the susceptance of the feeder \((i, i')\), \(p_{\text{gen}}^{\hat{\vartheta}}\) [kW] the available power in the source type \(j\) at node \(i\), \(p_{\text{gen}}^{\hat{\vartheta}}\) [kW] the power produced by source type \(j\) at node \(i\), \(L_{i}^{\hat{\vartheta}}\) [kW] the load shedding at node \(i\), \(V\) [kV] the nominal voltage of the network and \(\text{Amp}_{i}\) the ampacity of the feeder \((i, i')\).

Load shedding is performed to alleviate overloads in the feeders and/or balance the demand of power with the available power supply.

The aim of the OPF is the minimization of the O&M costs associated to the DG network generation and supply in the scenario \(\hat{\vartheta}\). Constraints (21), (22) and (23) represent the power balance at node \(i\) and the capacity and technical limits of power sources and feeders, respectively.

3.2 Performance indicators: ENS and \(C_{g}\)

The DG network solutions are evaluated with respect to the energy not supplied and global cost.

The ENS is a common index to evaluate the reliability of the supply in power systems (Billinton, 1998), and in the present work, its value corresponds to the aggregation of all-nodal load sheddings which is a direct output of the OPF for a scenario \(\hat{\vartheta}\).

\[
\text{ENS}^{\hat{\vartheta}} = \sum_{n \in \mathcal{N}} \sum_{i \in \mathcal{N}} L_{n}^{\hat{\vartheta}} \times t^s \quad \forall \hat{\vartheta} \in \mathcal{Y}
\]

(24)

With respect to \(C_{g}\), this is composed by two terms. The first one includes the fixed investment and operation and maintenance costs which are prorated hourly over the life of the project. The second term corresponds to the variable costs that depend on the power supply and generation (OPF), and revenues associated to DG units and incentives. The distribution network is considered as a ‘price taker’ entity, assuming a correlation between the total load and the energy price. Then, the energy price is calculated from the following correlation (Falaghi et al., 2011, Ren et al., 2010):

\[
ep = ep_{s} \left[ -0.38 \left( \frac{L_{d}(t_{d})}{L_{th}} \right) + 1.38 \frac{L_{d}(t_{d})}{L_{th}} \right]
\]

(25)

where, \(ep\) and \(ep_{s}\) [$/kWh] are the energy price and the energy price at maximum total load \((L_{th})\) respectively.

The global cost function for a scenario \(\hat{\vartheta}\) is given by:

\[
C_{g}^{\hat{\vartheta}} = \sum_{n \in \mathcal{N}} \sum_{i \in \mathcal{N}} \left[ C_{\text{src}_{ij}}^{\hat{\vartheta}} + C_{\text{O&M}}^{\hat{\vartheta}} \right] \times t^s
\]

(26)

\[
C_{g}^{\hat{\vartheta}} = C_{\text{O&M}}^{\hat{\vartheta}} - \left( mc + ep \right) \times \sum_{n \in \mathcal{N}} \sum_{i \in \mathcal{N}} P_{\text{gen}}^{\hat{\vartheta}} \times t^s \quad \forall \hat{\vartheta} \in \mathcal{Y}
\]

(27)
where, $C_{\text{inv}}$ [\$] is the investment cost of the DG technology $j$, $C_{\text{O&M}}$ [\$] the fixed O&M cost of DG technology $j$, $\ell^h$ [h] the horizon of analysis, $\text{inc}$ [\$/kWh] the incentive for generation from renewable sources.

Figure 3 shows a flow chart of the complete MCS-OPF model.

4 DG UNITS SELECTION, SIZING AND ALLOCATION

The solution of the MOO problem is aimed at finding the optimal selection, sizing and allocation of the different renewable DG technologies available, PV, W, EV and ST.

Optimization is judged by the expected values of $\text{ENS}$ and $C_g$, denoted $\text{EENS}$ and $\text{EC}_g$, respectively.

The MOO problem formulation, considering a set of randomly generated scenarios $Y$, is as follows:

$$\min f_1 = \text{EC}_g^Y$$

$$\min f_2 = \text{EENS}^Y$$

s.t.

Equation (2)

$$\sum_{a \in N} \sum_{p \in DG} \xi_{a,p} \left( C_{\text{inv},j} + C_{\text{O&M},j} \right) \leq BGT$$

The meaning of each constraint is:

- Equation (2): the decision variable $\xi_{a,p}$ is a positive integer number.
- (31) the total investment and fixed operation and maintenance costs must be less or equal to the available budget $BGT$.
- (32) the total number of DG units to allocate of each technology $j$ must be less or equal to the maximum number of units available $\tau_j$ for integration.
- (20)-(23) all equations of OPF must be satisfied.

In this paper, the MOO problem is solved by the NSGA-II algorithm, in which for each DG network solution proposed the evaluation of the two objective functions is performed by the MCS-OPF. The details of NSGA-II are described in (Deb et al., 2002).

5 APPLICATION

We consider a distribution network adapted from IEEE 13 nodes test feeder (IEEE Power and Energy Society). Regulator, capacitor, switch and feeders with zero length have been neglected. Since the original distribution network is dimensioned such that the total power demand is satisfied without lines overloading, we modify it so that it becomes of interest to consider the integration of renewable DG units. Some locations and values of loads and ampacity values of the feeders have been modified to generate conditions of power congestion.

5.1 Distribution network description

The distribution network presents a radial structure of $n=11$ nodes and $fd=10$ feeders, as shown in Figure 4. The nominal voltage is $V=4.16$ [kV].

Table 1 contains the technical characteristics of the different types of feeders considered: specifically, the indexes of the pairs of nodes that are connected by each feeder of the network, their length, reactance $X$ and their ampacity $Amp$. 

![Figure 4. Radial 11-nodes distribution network.](image)
The parameters of normally distributed power supply from the MS spot are given in Table 2.

The nodal power demands are reported as daily profiles, normally distributed on each hour. The mean $\mu$ and variance $\sigma$ values of the nodal daily profiles of the power demands are shown in Figure 6.

Consistently with constraints (31) and (32), the limit budget is set to $BGT=4,500,000$ [\$] and the limit of units of the different DG technologies to be purchased is $\tau=[15000, 5, 200, 8000]$. The value of the incentive is $inc=0.024 \ [$/\ kWh] (Pilo et al., 2010) and the maximum value of the energy price is $ep_{max}=0.11 \ [$/\ kWh] (Ren et al., 2010).

The NSGA-II run is set to perform $g=300$ generations over a population of $sz=100$ chromosomes and, the single-point crossover and mutation genetic operators are used. For the reproduction, the crossover probability is $pco=1$, whereas the mutation probability is $pnu=0.1$; the mutation can occur simultaneously in any bit of the chromosome.

Finally, $ns=250$ random scenarios are simulated by the MCS-OPF with time step $ts=1$ [h], over an horizon of analysis of 10 years [$t^{h}=87600$ [h]], in which the investment and fixed costs are prorated hourly.
5.2 Results

The Pareto front (PF) resulting from the NSGA-II MCS-OPF is presented in Figure 7(A), showing non-dominated solutions (in bold) and the ‘last generation’ population. Each non-dominated solution corresponds to an optimal decision matrix $\Xi^{DG}$ for the sizing and allocation of the different DG technologies. Figure 7(B) shows the approximations of the histograms of $ENS$ and $C_g$ for three selected non-dominated solutions characterized by: minimum value of $EC_g$, minimum value of $EENS$ and an intermediate solution, respectively.

Table 6 presents the values of the objective functions for each of the three selected solutions and for the case without DG integration (MS).

<table>
<thead>
<tr>
<th>Node</th>
<th>$EENS$ [kWh]</th>
<th>$EC_g$ [S]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS</td>
<td>1109.21</td>
<td>170.27</td>
</tr>
<tr>
<td>$\Xi^{DG}_{min,EC_g}$</td>
<td>726.57</td>
<td>148.68</td>
</tr>
<tr>
<td>$\Xi^{DG}_{Elbow}$</td>
<td>671.05</td>
<td>150.83</td>
</tr>
<tr>
<td>$\Xi^{DG}_{min,EENS}$</td>
<td>666.95</td>
<td>160.91</td>
</tr>
</tbody>
</table>

Any of the optimal DG-integrated networks has a superior expected performance with respect to the MS case. This demonstrates the benefits of integrating DG, gaining reliability of power supply (lower $EENS$) and reducing the global cost of the network.

<table>
<thead>
<tr>
<th>Node</th>
<th>$\Xi^{DG}_{min,EC_g}$</th>
<th>$\Xi^{DG}_{Elbow}$</th>
<th>$\Xi^{DG}_{min,EENS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62 0 0 0</td>
<td>62 0 14</td>
<td>21 0 6 1</td>
</tr>
<tr>
<td>2</td>
<td>47 0 0 41</td>
<td>4 0 41</td>
<td>4 0 0 0</td>
</tr>
<tr>
<td>3</td>
<td>15 0 0 0</td>
<td>1 0 16</td>
<td>1 0 7 31</td>
</tr>
<tr>
<td>4</td>
<td>15 2 0 29</td>
<td>42 2 1 33</td>
<td>42 2 0 32</td>
</tr>
<tr>
<td>5</td>
<td>14 0 0 18</td>
<td>8 0 40</td>
<td>8 0 0 40</td>
</tr>
<tr>
<td>6</td>
<td>28 1 0 28</td>
<td>21 1 3 14</td>
<td>21 0 3 6</td>
</tr>
<tr>
<td>7</td>
<td>0 0 2 8</td>
<td>1 0 8</td>
<td>1 0 9</td>
</tr>
<tr>
<td>8</td>
<td>23 2 0 19</td>
<td>95 2 0 20</td>
<td>95 2 0 15</td>
</tr>
<tr>
<td>9</td>
<td>0 0 0 17</td>
<td>1 0 2</td>
<td>1 0 15</td>
</tr>
<tr>
<td>10</td>
<td>0 0 0 0</td>
<td>0 0 15</td>
<td>0 0 10</td>
</tr>
<tr>
<td>11</td>
<td>0 0 0 0</td>
<td>25 0 1</td>
<td>25 0 0</td>
</tr>
</tbody>
</table>

* W and EV in [units] and [kg] respectively.
* PV and ST in [units/50].

The configurations $\Xi^{DG}$ of the selected non-dominated solutions (Table 7) indicate, in general terms, that to minimize the $EENS$, i.e., increase the reliability of power supply, the model tends to maintain the amount of total average DG power integrated ($P(\Xi^{DG}_{min\,EC_g})=461.53$ and $P(\Xi^{DG}_{min\,EENS})=474.16$ [kW]), installing less ST and more EV and PV power and focalizing the DG power sources at the strategic nodes 4 and 8.

6 CONCLUSIONS

A computational framework for the integration of renewable generation into a distribution network has been presented. The modeling of the system has properly taken into account the main sources of uncertainty, including the inherent uncertain behavior of the primary renewable energy sources, the stochastic operating states of electric vehicles and storage, the variability of loads and the possible occurrence of failures of network components.

The proposed framework is based on NSGA-II and MCS-OPF. NSGA-II acts as search engine while MCS-OPF randomly generates realizations of the uncertain operational scenarios and evaluates the corresponding performance of the network. The optimization aims at the minimization of the expected values of energy not supplied and global cost.

A case study derived from the IEEE 13 nodes test feeder has been analyzed: the results show the capability of the framework.
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