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Abstract

We extend a system-of-systems framework previopdposed by the authors to evaluate the
safety and physical resilience of a critical plaxposed to risk of external events. The
extension is based on a multistate representatidheodifferent degrees of damage of the
individual components and the different degreesabéty of the critical plant. We resort to a
hierarchical model representation by Goal Tree 8sgclree — Dynamic Master Logic
Diagram (GTST — DMLD), adapting it to the framewarkanalysis proposed. We perform
the quantitative evaluation of the model by Montarl@ simulation. To the best of the
author’s knowledge this is the first time that altistate framework of combined safety and
resilience analysis relating the structural andcfiamal behaviour of the components to the
system function in a GTST — DMLD logic modelling afsystem of systems is adopted in
Seismic Probabilistic Risk Assessment. To illugtridie approach, we adopt a case study that
considers the impacts produced by an earthquakésaaftershocks (the external events) on a
nuclear power plant (the critical plant) embeddedthe connected power and water

distribution, and transportation networks which g its operation.

Keywords: Physical Resilience, Multistate Model, System g6t8ms, Goal Tree Success
Tree — Dynamic Master Logic Diagram, Monte Carlmgiation, Seismic Probabilistic Risk
Assessment.



1. INTRODUCTION

Resilience is the capacity of a system to survivaggressions and shocks by changing its
non-essential attributes and rebuilding itself [iL]includes technical, organizational, social
and economic facets [2]. In this work, we consitther “physical” resilience of a critical plant
exposed to risk of an external event. We limit énalysis to the capacity of recovering from
an external aggression or shock, using as repasanjuantity the recovery time, i.e., the
period necessary to restore a desired level oftimmality of a system after the shock [2]. For
the resistance to the shock and the recovery fhanshock, the critical plant is provided with
internal emergency devices (internal barriers)deKit in, or restore it to, a safe state when
the main inputs devoted to this purpose fail. Stheeinternal emergency devices can fail too,
we extend the boundaries of the study to the itrfratire systems (external supports) in
which the plant is embedded, which also may or n@tybe left in the conditions to maintain
the safety of the plant after the occurrence ofsaugtive event. Supporting elements (e.g.,
roads for access to the sites struck by the dismipixternal event) are also considered for the
recovery of the failed components of the main ispiriternal barriers and external supports.
We adopt the system-of-systems framework of amalgsbposed by the authors in [3] and
extend it to a multistate representation whereedtifit degrees of damage of the individual
components are contemplated [2], [4], [5]. In matar, we consider an original multistate
model of structural damage and functional perforceaat component level, that integrates
into a multistate model of safety at system leveMell-being analysis [6].

The modelling of the system of systems includethe)connections among the main inputs ii)
the links among the internal barriers, iii) the degencies among the external supports, iv)
the interdependencies between the systems in, i)ij)ii and the relationships among systems
in i), ii), iii) and the recovery supporting elemenWe propose a hierarchical model
representation by Goal Tree Success Tree — Dyniltasgter Logic Diagram (GTST-DMLD)
[7]. This provides an efficient and clear descaptiof the system-of-systems complexity
through different hierarchical levels of systemlgamd functions, by the GT, and objects and
parts, by the ST. The interrelationships are repmesl in a DMLD that translates into a
dependency matrix and redefined logic gates, &ND” and “OR”, that assume a different
meaning with respect to a binary state model, &gult Tree [7]. We extend the GTST-
DMLD representation adapting it to the frameworkaoflysis proposed. To the best of the
author’s knowledge this is the first time that altistate framework of combined safety and

resilience analysis relating the structural andcfiamal behaviour of the components to the
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system function in a GTST — DMLD logic modelling afsystem of systems is adopted in
Seismic Probabilistic Risk Assessment (SPRA). WeaMente Carlo simulation [8], [9], [10]
for the probabilistic evaluation of such systensydtems considering multiple levels of safety
of the critical plant and physical resilience, measd in terms of the time needed to restore
the different levels of safety.

To illustrate the approach, we adopt a simplifiedec study that considers a nuclear power
plant (the critical plant) exposed to the risk af @arthquake and its subsequent aftershocks
(the external events). The plant is provided witbper internal emergency devices (internal
barriers), and embedded in the connected powemater distribution (external supports),
and transportation networks (recovery supportirggneints) which support its operation and
provide resilience to it.

The reminder of the paper is organized as folldwsSection 2, the multistate model for the
safety assessment of a critical plant in a systesystems framework is presented; in Section
3, the Goal Tree Success Tree — Dynamic MastercLDgigram and Monte Carlo simulation
are described in relation to Seismic Probabiligisk Assessment and within the multistate
system-of-systems framework; in Section 4, the chsdy and the results of the analysis are
presented; in Section 5, conclusions are proviéetlly, in Appendix A, an exemplification
of qualities, parts and GTST-DMLD within a systeffrssgstems framework is showed with
respect to Sections 2 and 3; in Appendix B, thecbamncepts of a Seismic Probabilistic Risk
Assessment are introduced, to provide the referef@mments needed for the case study; in
Appendix C, details of the operative steps of tiéSG-DMLD and Monte Carlo simulation
for Seismic Probabilistic Risk Assessment are given.

2. MULTISTATE MODEL FOR THE SAFETY ASSESSMENT OF A
CRITICAL PLANT  WITHIN A SYSTEM-OF-SYSTEMS
FRAMEWORK

In Section 2.1, the system-of-systems frameworkustrated with reference to three levels of
safety and distinguishing its goal and functiores,, its qualities, and its objects, i.e., its part

in Section 2.2, a multistate model for the systeraystems is introduced.



2.1. System-of-systems framework: safety, qualities angarts

When due to an accident the main inputs to a afifiant stop, safety is assured by internal
barriers which provide the inputs in the amountessary for the safety conditions. These
barriers are designed to withstand postulated antsd(design basis accidents) and include
multiple, independent and redundant layers of daféno compensate for potential human and
mechanical failures (defense in depth) [11]. As nesetd in the Introduction (Section 1), we
adopt a system-of-systems view [3] extending thalyesms to the external supports for
emergency management actions and additional, regdindfrastructure systems to provide
the safety-required inputs in case of failure ofhbthite main inputs and the first (internal)
barriers. In all generality, we consider also recgveupporting elements, as physical
components (e.g., roads for access to the site)oag@hizational elements (e.g., technical
competence of operators), that provide help inréoevery of the internal and external safety
systems. On the basis of this system-of-systenmefnark, we can identify three levels of
safety distinguishing the internal barriers (fiestel), the external supports (second level) and
the recovery supporting elements (third level)jlastrated in Figure 1.

4 N

Internal barriers: R s
g *Design basis accidents > 1" level
*Defense in depth
External supports: nd
F +Emergency management | |  TTTTTTTTTTTTT > 2 level
eInfrastructures
K j Recovery
N supporting elements
Communication - —
= rd
@ Technical management ----> 3%evel
competence center
{ Y ) | .
Physical Organizational

Figure 1: Safety levels of a system-of-systemsewark considering a critical plant in emergency ditions.
The first level (top) considers internal barriethe second one (middle) extends to the externg®stsy the
third one (bottom) accounts for the elements sujippthe recovery.

In the present work, for the sake of simplicity, egency management and organizational
supporting elements are not considered. The corafegsilience is limited to the physical

characteristics of the components and systems: thenefer to physical resilience as the
underlying concept. On the other hand, the Goak Baccess Tree Dynamic Master Logic
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Diagram (GTST-DMLD) illustrated in Section 3 cancammodate elements of fuzzy logic
theory to describe imprecisely known charactessaied logic relations of non-physical facets
by linguistic fuzzy terms [7]. For example, speciiinputs like the level of experience of the
operators can have an impact on the degree ofysafethe critical plant in emergency
condition: these inputs could be described in ti&GDMLD by including threshold values

[7]. This kind of considerations will be subjectfafther development in the future research.

In the framework under analysis, we can distinglistween qualities and parts. The former
are referred to the goals and functions, i.e.olhjectives, of the system of systems; the latter
are related to the objects, i.e., the physical elds) that interact with each other to attain the
objectives.

In the following, we introduce a formal descriptiohthe qualities and parts, which can be
organized in hierarchies, with respect to a ciifgtantH whose state corresponds to the state
of its critical elementE:.

The qualities are identified by the main go&F concerning the safety dd, i.e., E, that is
attained byF,, a = 1, ...,N*, functions ordered in such a way that the firdirectly achieve
the goalF* (i.e., they are principal functions) and the 8%t—r support the first ones (i.e.,
they are auxiliary functions), as illustrated irglie 2, on the left. ThE,, a = 1, ..., N*,
functions may be hierarchically divided into ottienctions that can be further decomposed
into other ones until the required level of funolb detail is reached. The last* —r
functions are represented in a parallel branchhef 4ame hierarchy df¥* and they are
connected to it by a dashed line to highlight tlaeixiliary role.

The parts are composed by infrastructure system§®, a = 1, ..., A, divided in; "™
infrastructure systems of main input€ internal barriersn® external supports)*°> recovery
supporting elements (Figure 2, right). Each sys&#na = 1, ..., A can be hierarchically
decomposed into other systems that can be in taded into other ones until the desired
level of detail of system components is reachedh&of then™, n'® andn®° systems directly
provide necessary supplies to the critical elenkeite., they are principal systems), whereas
some others among them are needed for the opettitre principal systems (i.e., they are
auxiliary systems); to point out the different rakthe last ones, they are connected to the
corresponding principal systems by a dashed lingu(é 2, right), as for the functional
hierarchy. The®® recovery supporting elements are considered &uart the othem™', n'®

andn®° systems since they are involved in the recovesysfem safety.
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Figure 2: Scheme of the hierarchies of the qualifleft) and parts (right) of a system of systehh auxiliary

functions and parts are connected by a dasheddiribe hierarchy branch that they support. The dagix, f, 7,

a, b, c are used to indicate the systems/elemenkeihierarchies; ¥, n®, n®5 n**refer to the number of main
inputs, internal barriers, external supports andogery supportlng elements, respectively.

Notice that in a system-of-systems view only onennfanction ¢*) is analyzed, whereas
more than one physical systems, involved in achggthat function, are considere®¥{, a =

1, ..., A).

For illustration purpose, refer to Appendix A whenre exemplification of qualities and parts

is given.

2.2. System-of-systems framework: multistate model

The safety assessment of the critical plant is dasemultistate modeling. In particular, at
component level two aspects are described by thdemstructural damage and functionality
(Section 2.2.1); at system-of-systems level, onincfionality, which is based on the

structural and functional states of the componestspnsidered (Section 2.2.2).

2.2.1. Multistate model at component level: structural danage and functionality

Let us denote as, y = 1, ..., L, the generic component in the last level of thespaf
hierarchies of the systen8?, a= 1, ...,A, whereL is the total number of components that
are not further decomposed. A disruptive extermahecan affect both the physical structure
and the functional performance of the generic campty, but not necessarily with a one-to-
one correspondence. For example, a road can baeaffat different levels of damage by an
external event: from no damage to slight (few irshenoderate (several inches) or major
(few feet) settlements of the ground. When the iisadightly damaged it can still perform its
function (of connection) as in normal condition #ese the damage is negligible: then, the
functional performance associated to the structtedkes “no damage” and “slightly damage”
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is the same. On the other hand, the correspondmteeeen structural and functional states
strongly depends on their definition and on the ecap the application, e.g., in a
transportation planning the function of the road ba related to the traffic flow per hour and
in this case the performance may be reduced evesiight settlements of the ground due to a
decreasing speed of the vehicles, leading to at@oee correspondence between structural
and functional states.

We define ag”, i =1, 2, ...,G,andz",j =1, 2, ...,Z, the structural and functional states of
the generic component respectively, where the indiceandj are ordered such that whigin

= 1, the component is fully damaged and cannobpmrits function (worst condition); when

i =G and j = Z, the component shows no damage and can fully perfsriunction (best
condition). Relations exist among the structural dndctional states: a structural state
corresponds to one functional state but one funatistate can be associated to one or more
structural states (Figure 3).

The evaluation of the safety of the critical plastbased on the functional state of the
components that in turn depends on their structtede. The analysis of the functional state
could be enough for evaluating the safety of thiécat plant in the case of one-to-one
correspondence between structural and functioasst One the contrary, considering more
structural states than functional states allowstalsng into account hidden (structural)
criticalities that can suddenly turn the functiotyabf a component into a worse state, e.g.,
upon occurrence of aftershocks. In fact, a sametifumal state can be reached from different
structural states, i.e., from different degreeslahage: even if functional performance is the
same, a component with worse structural state ierfragile if exposed to other external
events that can further degrade it structurally anthe same time cause a reduction of its
functionality. For example, with respect to FigBrat can be seen that the functional sigte

j = 3, can be reached when the componestin the structural statg”, i = 4,i = 5 ori = 6,

but in the case= 4 the component is weaker to withstand subseisgses than in the case
I = 6, and therefore it is more inclined to pase mtower structural state, i.e., if the structural
state is lower than 4, i < 4), the functionality will be lower than &', j < 3). With respect

to the example of the road above, when the roalightly damaged it is more exposed to

aftershocks than when it is not damaged.
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Figure 3: Relations between the structural, =1, 2, ..., G, and functiona}'zj=1, 2, ..., Z, states for a

component.

In the case study exemplification of this work, e@nsider three structural and functional

states, i.e.g” andz"” with i,j = 1, 2, 3. They represent risk, marginal and hgattnditions,

adopting the scheme of well-being analysis [6]. @iy asy”™" the lowest output value that
it is requested by a componento keep a safe state (it represents the risk thtéshandy”°™

the optimal output value that should be providedhH®ycomponeni to keep a safe state with

a safety marginsm (sm=y"°"'- y"™" e define:
1. Risk state:

Structural ¢, i

1): the component is strongly damaged by the external
event.

Functional g, j = 1): the componeni cannot fulfill its function; its outpuy’

is lower than the minimal requestgd™ i.e.,y’ < y*™"

2. Marginal state:

Structural ¢", i = 2): the componen is slightly damaged by the external

event.

Functional ", j = 2): the componen} can fulfill its function, providing an
output Y’ that is lower than the optimal outpyt®® but higher than the

minimal requested.e.,y"™" <y’ < y"°"' the safety margin is not satisfied.

3. Healthy state:

Structural ", i = 3): the component is not damaged by the extenwalte
Functional ", j = 3): the component can fulfill its function, prding an

outputy” that is equal or higher than the optimal outgif, i.e.,y’ = y°**"



The relations between structural and functiondestdepend on the scope of the application,
as exemplified above, but also on the intrinsicrabgeristics of the components. The
combinations considered for the case study of wosk are illustrated in Figure 4 for a
generic component. The relations among three structural and functistetes (Figure 4.a)
are typical of elements of the water system sihe& functional performance is associated to
their flow: a reduction of the water flow due tstauctural damage means a reduction of their
functional performance, e.g., a leak in a pipe ceduhe flow capacity. In the following, we
refer to these elements as components of the gn®mtip. The combinations among three
structural states and two functional states (Figub@ occur when a component not damaged
(9", 1 = 3) or slightly damagedy(, i = 2) can perform totally its functiorz’, j = 3), i.e., the
structural damage of state 2 has no effects orfuihetional performance. The components
characterized by these relations are referred teghend group and, for example, they are the
road accesses, as shown above, and the elemetiits pbwer system, e.g., the power pole
that can fulfill its function to carry the powené even if its structure presents some damage.
Finally, binary components (Figure 4.c), includedthe third group, present two structural
and functional states: no degrees of damage adsyed since also a slight damage lead a

component to loose completely its functionalityg(ein the case of a valve).

g/ z7 g/ z &l z
3 — 3 3 3 3 — 3
2 —> 2 2 /

a 1 ———= 1 b 1 —> 1 c 1 —> 1

Figure 4: Three types of relations between thectmal, 9", i =1, 2, ..., G, and functionaj’zj =1, 2, ..., Z,
states of a component

2.2.2. Multistate model at system-of-systems level: funicinality

For the scope of the present application, we arentertested in the definition of an indicator
of the structural state of the system of systemsrdiner in its functional performance, i.e.,
the degree of fulfillment of the goal functidft (in this case, the degree of safety of the
critical plantH). To obtain a functional state at system-of-systewel, we combine the
systemsS?, a=1, ...,A, intoK alternative (or redundant) logic patlg, k = 1, ...,K, that

attain the same functidt, as illustrated in Figure 5 for four syster8®, a=1, ..., 4.
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Figure 5: Exemplification of the combination of B@= 1, ..., 4, systems into 3 redundant logic p&th k =
1, ..., 3, that attain the same function F*.

The functionality of thes?, a= 1, ...,A, systems is based on the functional performande an
on the structural state of the componeptg = 1, ..., L: then, we can identify a healthy,
marginal and risk state for these systems on tkés lmd the states of their components. The
functional state of the logic path&’, k = 1, ...,K, is in turn obtained from the states and the
reciprocal relationships of tH&®, a= 1, ..., A, systems. Finally, the functional performance
at system-of-systems level is determined on théshms) how many and which logic paths,
&5, k=1, ...,K, are available and ii) their functional state. Bvaluation of the functioR*

is different case by case, depending on the charstits of the system of systems and on the
expert judgment. In the present work, we still cdesthree functional statex}',*,j =1, 2,3,
i.e., risk, marginal and healthy, respectively, foe critical plantH. In all generality, we
assume that both the healthy and marginal stageseathe safety of the critical plant. While
the first one can provide inputs to the criticamnil by different availablg’, k = 1, ..., K,
alternative logic paths, i.e., safety margin igsé&d, the second one can assure inputs by
only one of the redundant logic paths without paifist of replacing it in case of its
accidental interruptions, i.e., a safety marginn@ satisfied. Further details about the

multistate model at system-of-systems level adoptdis work are reported in Section 4.2.
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3. GOAL TREE SUCCESS TREE - DYNAMIC MASTER LOGIC
DIAGRAM AND MONTE CARLO SIMULATION FOR SEISMIC
PROBABILISTIC RISK ASSESSMENT WITHIN A MULTISTATE
SYSTEM-OF-SYSTEMS FRAMEWORK

3.1.Goal Tree Success Tree - Dynamic Master Logic Diagm

The Goal Tree Success Tree — Dynamic Master Logagam (GTST-DMLD) is a goal-
oriented method based on a hierarchical frameWydrkit gives a comprehensive knowledge
of the system describing the complex physical systen terms of functions (qualities),
objects (parts) and their relationships (interadjohe first part is developed by the Goal
Tree (GT), the second one by the Success Tree (&iTtha third one by the DMLDY].

The GT identifies the hierarchy of the qualitiestloé system decomposing the objective of
the analysis, i.e., the goal, into functions thatia turn divided into other functions and so on
by answering the question “how” they can attain plagent function (looking from top to
bottom of the hierarchy) and “why” the function® areeded (looking from bottom to top of
the hierarchy). Two types of qualities, i.e., maimd support functions, are considered on the
basis of their role: the first ones are directlydlved in achieving the goal, whereas, the
second ones are needed to support and realizedimefumctions [12]. For example, the goal
function of safely generating electric power in aclear power plant is attained by many
functions as heat generation, heat transport, eaneygheat transport, heat to mechanical
energy transformation, mechanical to electricalrgydransformation [13]. Each of these
functions require the support of other functiong}.,eemergency heat transport may require
internal cooling [13] or a pump whose function es“provide pressure” require the support
functions “provide ac power”, “cooling and lubrigat”, “activation and control” [13].

The ST represents the hierarchy of the objecthefsyystem from the whole system to the
parts necessary to attain the last levels of the Gils hierarchy is built identifying the
elements that are “part of’ the parent objects. fé&sthe GT, two types of objects are
distinguished: main and support objects. The &rsts are directly needed to achieve the main
functions, whereas the second ones are needeldef@peration of the main objects [12]. For
example, generating power plants, electric powaarsimission and distribution networks are
the support objects to provide ac power to a pump.
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The DMLD is an extension of the Master Logic Diagr@VILD) [7] to model the dynamic
behavior of a physical system. It identifies theerattions between parts, functions and parts
and functions, in the form of a dependency matnmxl @ adds the dynamic aspect by
introducing time-dependent fuzzy logid [

Further details are not given here for brevity sdlke interested reader is referred to the cited
literature [12], [7]. In the next Section, the atiap of the GTST-DMLD for a multistate

system-of-systems framework is illustrated.

3.2.Goal Tree Success Tree - Dynamic Master Logic Diagm of a system of systems

We adapt the GTST-DMLD presented in Section 3.4 pvoper representation of a system of

systems. Figure 6 shows a conceptual scheme of GNHID for a system of systems.

Goal Tree — >

Success Tree 5 Q
Main Inputs
o
@
Internal barriers
prIEEEE :
! 1
| PO
! i ! | @ —
1
. ! Success Tree
L e e N
External supports
L

Figure 6: Scheme of GTST-DMLD for a system of Byste

The Goal Tree (GT) is located at the top; the Ssedeee (ST), below the GT, is divided into
three different parts to put in evidence the ddfdgrrole and importance of the physical
elements with respect to the safety levels intredua Section 2.1. The main inputs and the
internal barriers are placed on the top-left, tkiemal supports on the middle-right and the
recovery supporting elements on the bottom.

We call the “main” and “supporting” functions/partsf the original GTST-DMLD

representations as “principal” and “auxiliary” furoms/parts, respectively, in order to avoid
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confusion with the main inputs, the external supgpand the recovery supporting elements of
the system-of-systems framework.

The relationships among elements and functiondlastrated by the MLD. In particular, the
connections among components of i) the main inpité)e internal barriers, iii) the external
supports are shown; the interdependencies betweesysstems i), ii), iii) are depicted; the
links of the recovery supporting elements with gystems i), ii), iii) are indicated; the
connections between the systems i), ii), iii) #melfunctions of the Goal Tree are given. Two
types of dependencies have been taken into accduatt and support dependencies. The
first ones, identified by a dot in the represeptatiand called in the following “dot-
dependencies”, express the need to have the elemnethte bottom in operation to achieve
(with respect to a function) or to let working (Wwitespect to an object) the element on the
top. The support dependencies, depicted by a sqaatk called hereafter “square-
dependencies”, mean that the element on the bostor@eded for the recovery of the element
on the top: its failure does not cause the faibfrthe corresponding elements, but it increases
the recovery time of the connected element in #s® ¢hat this fails too. It acts like a delay in
the repairing of the connected components. Thus, shuare-dependencies are “time
dependent”: when a component does not need rectiveyycan be neglected, whereas, in the
opposite case, they become fundamental until theplmienrestoration of the component; at
this point, they can be neglected again. They ayeekements of the model for the evolution
in time of the recovery process and they can mo(iifgrease) the total recovery time of the
component that needs to be restored.

The dynamic aspect, consisting in the functionaltistate of the components, is represented
by the logic gates “AND” and “OR” that assume tlaeng meaning as irY] to evaluate the
state of the connected components and functions fhenbottom to the top of the diagram:
the minimum and the maximum values of inputs areotitput values in case of “AND” and
“OR” gates, respectively. In this state analysibydhe dot-dependencies are considered. In
the present work the inputs are discrete states3setion 2.2) but are not described by fuzzy
intervals as inf7].

On the contrary, in the evaluation of the physioagilience both the dot- and square-
dependencies are included and the logic gates “ARIY “OR” have an opposite meaning
with respect to the state evaluation. In fact, dhgut values of the “OR” and “AND” gates
are the minimum and the maximum values of the myp@spectively. In this case, the inputs
are the recovery time values. For example, reféigare 7 where two systen®, a =1, 2,

contribute to the realization of the functih (dot-dependencies) and two other syst&ffls
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a = 3, 4, are relevant only to allow the recoverytbé systemS?, a = 2, (square-
dependencies). Assuming tHgY andS™ are in functional state 3,°" andz>®, j = 3, with
associated recovery timBTsyand REu) equal to 0, and&® andS? are in state 1z°®and
255(3), j = 1, with associated recovery timd®Tg) and REz) equal to 2 and 5, respectively,
the functionF* is in state 1z,-F*, j = 1, since the “AND” gate (G1) means “minimum values

betweerz*" andz°®”

. The time needed to realize the functiéhis 7 RTe = 7) since the
“AND” gate (G1) means “maximum values betweRTsi)and RE;), where the total time
needed to recove®? depends on the time to recov@f itself and the maximum value
(“AND” gate G2) betweerRTsiz) and REwy Replacing the “AND” gate G2 with an “OR”
gate, the total time needed to reco@ét is 2, since the minimum value betweRfli and

RTs)is zero. Replacing both the “AND” gates, G1 and @®h two “OR gates, the function

F* is in state 3§F*, j = 3, thus, it is not necessary to recoveRiT{ = 0).

Figure 7: Example of the use of the “AND” logic gabgether with the dot- and square- dependenoies f
computing the state and the recovery time of thetfon F*.

In Appendix A, an example of GTST-DMLD is reported.

3.3.Monte Carlo simulation for Seismic Probabilistic Rsk Assessment within a system-

of-systems framework

Within the system-of-systems analysis frameworkehgurported, in the case study of the
next Section 4 we wish to evaluate the safety ofctitecal plantH (a nuclear power plant)
exposed to the risk from earthquakes and aftershadcurrence (see Appendix B),
accounting for the structural and functional regasnof the systems inside and outside the
plant, i.e., main inputs, internal barriers, extéswpports and recovery supporting elements,

through the analysis of the underlying dependeneyctire. In addition, we wish to

14



determine the physical resilience of the systemmystems, evaluated in terms of the time of
recovery of safety states 2 and 3 (marginal andttheaespectively) of the critical plant. To
do this, we adopt the GTST-DMLD representationhef $ystem of systems and Monte Carlo
(MC) simulation for the quantitative SPRA evaluatifi4]. The simulation procedure is

illustrated in Appendix C.

4. CASE STUDY

We recall the case study of [3] concerning thetgadé a nuclear power plant (the critical
plant), in response to an earthquake (the extérazhrdous event). The problem is analyzed
in a system-of-systems framework, distinguishinginmiaputs, internal barriers, external
supports and recovery supporting elements. We aalomtltistate model to identify different
degrees of component damage and, consequentlgradiff degrees of system safety. In
particular, at the system level we consider thtates of the nuclear power plant of which two
correspond to safe conditions (marginal and heakbg Section 2.2). Safe condition means
that the nuclear power plant does not cause hpedthlems and environmental damages, i.e.,
it does not release radioactive material to therenment. To maintain these conditions it
must be provided with energy and water flow ingatabsorb the heat that it generates.
We analyze also the physical resilience of theesgsbf systems, in terms of the time
necessary to recover the safe states (marginal headthy) of the plant including the
occurrence of aftershocks that can further degttaelsystem of systems.
When an earthquake occurs, the critical plant n@yreceive the input necessary to be kept
in, or restored to, a safe state due to the dimpact on its emergency devices and to the
damage to the interconnected infrastructures. Tvamiifies are used to characterize the loss
of functionality of the various components of thestem of systems embedding the critical
plant, upon the occurrence of a damaging extenaite

- from the safety viewpoint, the probability that tbetical plant remains in marginal

and healthy states;
- from the physical resilience viewpoint, the timesded to recover the marginal and
healthy states of the critical plant facing thewcence of aftershocks.

Both quantities are here computed for an earthqoakeagnitude equal to 5.5 on the moment
magnitude scale.
In Section 4.1, the description of the system sids given under a number of assumptions

which simplify the problem to the level needed tmwey the key aspects of the conceptual
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system-of-systems framework, while maintaining gality. In Section 4.2, the Goal Tree
Success Tree — Dynamic Master Logic Diagram reptatien of the system-of-systems
considered in the case study is given. In SectiBnwe provide the results of the evaluation

of the two quantities of interest above mentioned.

4.1. Description of the system of systems

The critical plant, i.e., the nuclear power plaNPP), is composed by a Main Feedwater
(MFW) system that provides coolant useful to absi heat generated and four internal
barriers: High Pressure Coolant Injection (HPCK &aow Pressure Coolant Injection (LPCI)
systems that provide water to cool the reactora@omatic depressurization system (ADS)
that reduces the pressure in the reactor vessal dresel generator (DG) that can provide the
LPCI system with power.

The MFW system is formed by a condenser where tlosed steam coming from a turbine is
condensed into water that is pumped to the reaetssel by the feedwater pump (FWP) and
pipes (Pil1 and Pi2). In case of accident damadwegMFW system function, the HPCI and
LPCI systems need to provide the necessary funcBath systems are composed by a
condensate storage tank (CST1 and CST2, respeggtiagbump (HPP and LPP, respectively)
and pipes (Pi3, Pi4 and Pi5, Pi6, respectively). operate, the LPCI system needs the
automatic depressurization system (ADS) to redheeptessure inside the vessel. Apart from
the pump of the HPCI system that is a turbine-arigemp, the pumps of the MFW and LPCI
systems need electrical power to work. This is Ugymovided by the offsite power and in
case of its loss, the emergency diesel generatobeactivated to supply the LPP.

The external supports of the critical plant are adffsite power system (EE) and an external
water (EW) system. The first one is composed bgreegation station (GS) that produces the
electrical energy, a substation (S) that transfotimesvoltage from high to low, power lines
and poles (Pol and Po2) to support them. The seopads formed by the river, i.e., the
source of water, a pump (RP) that receives elettpower from the offsite power system and
pipes (Pi7 and Pi8) that carry the water.

The recovery supporting elements are the road sesds the components of the system of
systems. The state of the roads is important foess of materials and operators that are

needed to restore the components required forafieessate of the critical plant.
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Actually, in view of the methodological charactertbfs work, for the sake of simplicity,
power lines are not here considered and the assumiptmade that the river is not perturbed
by the earthquake so that it is a source of waremys available.

In Figure 8, the physical representation of theeysof systems is reported referring to a

spatial planex, y) with origin in the river; one type of soil, i.esoft soil, has been considered.

RS = @ Pol

Po2

R4 = L 4
ADS
D
HPCI
System
Legend
Main
Condenser| Feedwater
> System <::I Electrical
ectric
R1 PUmp  eeeeeess > Power Flow
LPCI P
R: Sys
Cor o . —> Water Flow
i Turbine
. Driven Pump
Pi7 Pig
\ —>
RP * .
» Road necessary for the operation of the
ﬁ connected component + recovery

R3 ﬁ R2 I:> Road necessary for actions of recovery

Figure 8: Physical representation of the system. G&neration Station, S: Substation, Po: Pole,Ppe, CST:
Condenstate Storage Tank, RP: River Pump, HPP: Rigissure Pump; FWP: Feedwater Pump; LPP:Low
Pressure Pump, ADS: Automatic DepressurizationeBysDG: Diesel Generator, R: Road access.

Only the road access connected to the genera@iorst R7 in Figure 8, has an impact on the
state of the system of systems because it congshiat the running of the generation station,
carrying materials and operators. On the contrtrg, other road accesses have no direct
impact on the state of the system of systems simeg are used only to repair the elements
that enter in faulty and marginal states. Thereftreir contribution is not of interest for the

evaluation of the safety of the critical plant, ibey are relevant for the analysis of the
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physical resilience of the system of systems. Gtherdifferent role of the road access R7 we
will consider it, in the following, as an auxiliagfement of the offsite power system.

Figure 9 represents the spatial localization ofdyem shown in Figure\8ith reference to
the reciprocal position of all the components (F&g9, left) and to the position of the system
with respect to the considered earthquake epic&(#, 70) (Figure 9, right). The distances
on the axes are expressed in kilometers.
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Figure 9: Left: spatial localization of the nuclepower plant (star) with respect to the componefthe
electric power system (circle, from top to bottddeneration Station, Substation, Pole 1, Pole 2}ewaystem
(square, from left to right: River, Pipe 7, RP, Pi@) and road transportation (triangle, from topkiottom and
from left to right: R7, R6, R5, R4, R3, R2, R1yhRispatial localization of the system of systeritk respect to

the earthquake’s epicenter A(70, 70).

Figure 10 shows the graph of the system of systeitis respect to the safety levels of
Section 2.1. The arrows are directed from one ef¢toeanother one which depends on it.
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Figure 10: Graph of the system of systems. MFWnNrgiedwater System; HPCI: High Pressure Coolant
Injection System; LPCI: Low Pressure Coolant In@etSystem; IE: Internal Energy System; DS:
Depressurization System; EW: External Water Syskn Offsite power system; R: Road access; GS:

Generation Station, S: Substation, Po: Pole, PpeRiCST: Condensate Storage Tank, Cond: CondeRser;
River Pump, HPP: High Pressure Pump; FWP: FeedwBiemp; LPP: Low Pressure Pump, ADS: Automatic
Depressurization System; DG: Diesel Generator.

4.1.1. Resistance of the components in terms of fragility

We assume that all the components are in a staldtate 3 (healthy) when the earthquake
occurs. After that, they can remain in the stat@i®) into a state 2 (marginal) or directly pass
into a state 1 (risk). If they enter in a statéhy can degrade to a state 1 as a consequence of
subsequent aftershocks.

For illustration purposes, Table 1 reports theifitggparameterdAn, 5 andf, (see Appendix
B.1), adopted in this analysis with reference te two degrees of damage considered
(marginal and risk). In the first three columns, tragility parameters to enter in a risk state
given that the component was in a healthy statergperted; these values are the same
adopted by the authors in [3], adding the valueshfe automatic depressurization system that
was not considered in the previous work. The figgdarameters to enter in a marginal state
given that the component was in a healthy statereperted in the three columns, in the
middle. These values are obtained decreasing anbjtthe median acceleration capaciy,

by 40%, assuming that it is easier to enter intoaaginal state than in a risk state. In the last
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three columns, the fragility parameters to entey antisk state given that the component was
in a marginal state are illustrated. These valuesi@dentified by decreasing the median

acceleration capacity,, of the healthy state by 55%, since a componeatnmarginal state

is more prone to pass into a risk state than a ooemt in a healthy state. In Figure 11, the
fragility curves obtained by the parameters of €ablare depicted: the fragility curves of

exceeding a risk threshold given that the inititdtess were healthy and marginal are
illustrated in dashed and solid lines, respectiviig fragility curve of exceeding a marginal

threshold given that the initial state was heaithwepresented in dotted line.

Table 1: Fragility parameters used in the preseotkwith respect to the transitions healthy-riskatthy-
marginal and marginal-risk.

Healthy—> Risk Healthy> Marginal Marginal> Risk
An | B | B | An | B | B | Aw | B | B

Generation station 070 030 0.J0 042 030 (¢10320.0.30| 0.10
Substation 090 040 03P 084 040 0BO 041 0.4030
Power Pole 080 020 02p 048 0.20 0RO 0.36 0.2020
Diesel Generator 0.7 040 040 042 040 020 0.3240| 0.20
Pipe 1.88| 043 048 113 043 048 085 043 (.48
Pump 0.20| 0.20 030 0.12 0.20 0.0 0J09 020 Q.30
Condensate storage tank / Condenskr 0.20 0.10 |0Qa@2| 0.10| 0.10] 0.09 0.10 0.0
Automatic depressurization system 1|5 0.3 q.3 - - - - - -

Road 0.30| 030 0.2¢ 0.1 0.30 0.0 0J14 0,30 .20
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Figure 11: Fragility curves as a function of theafreground acceleration (PGA) [n]sfor the following
components: Generation Station (GS), Substation F8yver Pole (Po), Diesel Generator (DG), Automatic
Depressurization System (ADS), Road Access (R)lébsate Storage Tank (CST), Condenser (Cond), Pump,
Pipe (Pi). The fragility curves of exceeding a riskeshold given that the initial states were hegaland
marginal are illustrated in dashed and solid lingsspectively, the fragility curve of exceeding argmal

threshold given that the initial state was healighyepresented in dotted line.

Notice that the automatic depressurization systezsemts fragility parameters only to enter
into a risk state from a healthy state, since wscidee it with a binary state model: with

respect to the taxonomy of combinations of stradtand functional states introduced in

Section 2.2.1, it belongs to the third group of poments.
On the contrary, we consider the pumps and pipé#seriirst group (three structural and three

functional states) since their functional performeamn associated to the water flow. For the

sake of simplicity, the condensate storage tankthacdcondenser are included in the second
group even if they concern the water flow. The aeta of the power systems and the road
access belong to the second group too, sincela sliignage in their parts does not affect their

functionality: a power pole can or cannot suppbe power lines, a generation station can or
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cannot produce the quantity of energy requestedad can or cannot provide access to the
connected component.

Table 2 reports examples of structural damage ¢avghe meaning of a specific component
being in a healthy, marginal or risk states. Thedaes have been extracted from [15] where
five levels of structural damage (none, slight/mjnmoderate, extensive, complete) are
identified for some components of the power, watet transportation systems. For example,
for a substation alight damages defined as the failure of 5% of the disconng@&witches,

or the failure of 5% of the circuit breakers, orthg building being in minor damage steade
moderate damages defined as the failure of 40% of the disconeé&witches, or the failure
of 40% of the circuit breakers, or the failure @4 of the current transformers, or by the
building being in moderate damage statre; extensive damage defined as the failure of
70% of the disconnected switches, or the failur@@ of the circuit breakers, or the failure
of 70% of the current transformers, or by the buaiddbeing in extensive damage stade;
complete damage defined as the failure of all disconnected slas, or the failure of all the
circuit breakers, or the failure of all the currérdansformers, or by the building being in
complete damage state [15]. In the Table, the gahre grouped into the three structural
states: healthy (i.e., none damage) marginal @lght/minor and moderate) and risk (i.e.,
extensive and complete). The structural stateHerpipes is taken from [16] that distinguish
between small (< 2%), intermediate (2% + 10%) aadyd breaks (> 10%). Here it is
considered that the marginal state includes thdl smd intermediate breaks.

In Table 2, also the functional performance of anponent that is in a specific state is
reported. Values of flow are identified for the qmwnents of the group 1; whereas
percentages of 100% or 0% of functionality are eis¢ed with the components of the groups
1 and 2 that have binary functional states. Totiflethe flow values, we consider that in
shutdown conditions the flow rate to cool the react between 4625 gpm [16] and 5010 gpm
[17]. Therefore, a component of a water systenhefgroup 3 is in a healthy functional state
if it can provide a quantity of water equal or highkan 5010 gpm, it is in a marginal
functional state if it can provide a quantity iretimterval 4625 gpm - 5010 gpm, otherwise it
is in a risk functional state.

Note that, in this work we have not considered radgpendence between structural and
functional thresholds since we have assumed thafutistionality depends on the structural
state. A further study will be performed to identihe correspondence between structural and

functional state quantitatively, or to determinagitity curves that are based on multiple limit
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states parameters and can include both the aspestsuctural safety and functionality, as

illustrated in [18].

Table 2: Physical meaning of structural damage antttional performance with respect to the healthy,
marginal and risk states of the components of #se study.

State Structural damage Functional performance
Healthy 0% 5010 [gpm]
Pumps : -
(FWP, HPP, LPP, RP) Marginal 4625 + 5010 [gpm]
Risk - < 4625 [gpm]
Healthy 0% 5010 [gpm]
Pipes : 100 : N
(PiL, ... Pi8) Marginal 0 + 10% (break size) 4625 + 5010 [gpm]
Risk > 10% (break size) < 4625 [gpm]
Healthy 0%
Condensate Storage Tank ) Damage without loss of its 100%
(CST1 and CST2) / Marginal content or with minor loss of
Condenser . content .
Risk Major damage with loss of its 0%
contents
Automatic Depressuriz. Healthy 0% 100%
System (ADS) Risk > 0% 0%
Healthy 0%
_ Turk_Jine tripping, building in 100%
Marginal minor/moderate damage
Generation Station (GS) __state...
Considerable damage to
Risk motor driven 0%
pumps or building in
extensive damage state,..
Healthy 0%
0 + 40% failure of the 100%
. . disconnected switches, or of 0
Substation (S) Marginal the circuit breakers, or of the
current transformers...
Risk > 40% failure 0%
Healthy 0%
Pole . 0 + 12% failure of 100%
(Pol and Po2) Marginal distribution circuits
Risk > 12% failure 0%
Healthy 0%
_ - 100%
Diesel Generator (DG) Marginal -
Risk - 0%
Healthy 0%
Slight/moderate settlemen 100%
Roads Marginal (few/several inches) or offset
(RL, ..., R7) of the ground
Risk Major settlement of the 0%
ground (few feet)

23



4.1.2. Physical resilience in terms of time of recovery

The physical resilience of the system of systentuantified in terms of the time needed to
recover the healthy state of the critical planttstg from a risk and marginal state, and its
marginal state starting from a risk state. To comphis, the evolution in time of the system
of systems is included in the SPRA framework.

As illustrated in the procedure of Appendix C, teeovery time of the nuclear power plant is
computed starting from the recovery time of theivitihal components and analyzing the
dependency structure identified by the GTST-DMLD.

To account for the uncertainty in the duration loé tecovery, lognormal distributions have
been associated to the recovery time of the indalidomponents. Table 3 shows the means
and the error factors used in this study to rectiversafety i) from risk to healthy state (first
two columns), ii) from marginal to healthy statedtcolumns in the middle) and iii) from risk
to marginal state (last two columns). The valueseobvery from risk to healthy state are the
same used by the authors in [19] and they are baselde following consideration. The time
to recover a component depends on its size, ititot, the type of damage and easiness to
locate the failure. It is assumed that the compt:iEside the nuclear power plant need more
time for the recovery than the components outsideparticular, this happens when it is
necessary to replace part of the component orrttieeomponent given its huge dimensions
and the difficulty to operate inside the plant. Bas reason, we have assumed that the mean
of the time needed to recover the pump inside tndear power plant is larger than that
needed for the pump outside. The large mean vdlubeotime to recover the condensate
storage tanks and condenser is due to their szatibn inside the plant and difficulty in
restoration. The time to physically repair a pipald be very short (even few hours), but we
have assumed a mean value equal to 4 days to ddoouhe potential difficulty in locating
the break. The diesel generator has a time of repti a high uncertainty (error factor equal
to 5), because it may vary significantly dependomgthe type of damage. The components
with lowest mean value of the recovery time are poaver pole, the road, the generation
station and the substation that are outside thd;plae latter are affected by large uncertainty
(error factors of 5 and 10, respectively), becdbe#& recovery depends on the intensity of the
damage, e.g., a generation station can be sligbtiyirbed by the earthquake and its repairing
can last few hours but it can also be destroyed,imihis case the time to build it again is
obviously much higher. Finally, also the automalgpressurization system, even if inside the
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plant, presents a short recovery time, becausessenze that it is easy to replace it with
another one.

The mean values of recovery for the cases ii) andbove are identified by considering that
the time to recover a component from risk to mabstate is longer than that from marginal
to healthy state and their sum is equal to thectinecovery from risk to healthy state. Thus,
we define the mean values for the cases ii) ah@siithe 30% and 70%, respectively, of the

mean value from risk to healthy state.

Table 3: Meany, and Error Factor, EF, of the recovery time lognmal distribution used in the present work
with respect to the transitions risk-healthy, maajihealthy, risk-marginal.

Risk > Healthy | Marginab> Healthy] Risk-> Marginal
u [days] EF u [days] EF u [days] EF
Generation station 1 10 0.3 10 0.7 10
Substation 1 5 0.3 5 0.7 5
Power Pole 15 3 0.45 3 1.05 3
Diesel Generator 30 5 9 5 21 5
Pipe 4 3 1.2 3 2.8 3
Pump (inside the plant) 75 3 22.5 3 52.5 3
Pump (outside the plant) 5 3 15 3 3.5 3
Condensate storage tank / Conderjser 75 3 22.5 3 52.5 3
Automatic depressurization systeny 1 3 - - - -
Road | 2 3 0.6 3 1.4 3

4.2. GTST-DMLD and physical resilience of the system afystems

Figure 12 shows the GTST-DMLD of the system of eyst depicted following the scheme of
Figure 6 and on the basis of the graph of FigureTh@ goal function is the safety of the
nuclear power plant assured by water inputs (he. principal function) that can be provided
by four different alternative pathg{'®®" k = 1, ..., 4): the main feedwater systega" "),
the high pressure coolant injection systeaf'?), the combination of low pressure coolant
injection and depressurization systed@g't®), the external water syster{*®). The power
coming from outside (Ext) or inside (Int) the plastan auxiliary function to support the
operation of most of the water systems. For theasgilon of the logic gates, of dot- and
square- dependencies, see Section 3.2.

It can be seen that the components among the sydwaw, HPCI, LPCI, EW, EE are
connected in series for the presence of the “AN&teg. The systems IE, DS, R1, R2, R3, R4,
R5, R6 and R7 are composed by only one componerdlly; the systems EE and IE are in
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parallel with respect to the LPCI system, as thedsoR1 and R2 with reference to the
components inside the nuclear power plant (“ORéghat

Following the rules of the “AND” and “OR” gates,i# possible to compute the state and the
mean time to recover the pathd®® k = 1, ..., 4, and, then, the safety and the recowéry
the nuclear power plant. For example, the mean timecover;'*"®" k = 1, is the maximum
between the mean times to recover the MFW systehttenEE system:

E[&"*"®] = max(E[RTuew], E[RTed]),

where E[RTrw] is the maximum expected value between the commsnef the MFW
system and the minimum expected value of the twd @aesses connected to them, and
E[RTeg is the maximum expected value between the commerad the EE system and their
road accesses:

E[RTmrw] = max(E[RTriz], E[RTrwel, E[RTpid], E[RTcond, MIiN(E[RTr4], E[RTRr2]))

E[RTee] = max(E[RTrod, E[RTro1, E[RTs], E[RTag], E[RTr7], E[RTre], E[RTrs], E[RTr4])

In Table 4, for illustration purposes, the expectatlies of the time needed to recover the

W

paths& " k=1, ..., 4, into a marginal and healthy state aported assuming that all the

components are in state 1 (first two columns) émel), that all of them are in state 2.

Table 4: Expected values of recovery time to thertuclear power plant into a healthy and margistalte
assuming all the components in a risk state, irfilsetwo columns, and all the components in agiaal state,
in the last column.

Risk > Healthy Risk-> Marginal Marginal> Healthy
E[&V%®] [days] 75 52.5 225
E[&V2®] [days] 75 52.5 225
E[&"] [days] 75 52.5 225
E[&"*] [days] 5 3.5 15
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Figure 12: GTST — DMLD of the case study. MFW: Magedwater System; HPCI: High Pressure Coolant
Injection System; LPCI: Low Pressure Coolant In@etSystem; IE: Internal Energy System; DS:
Depressurization System; EW: External Water Syskn Offsite power system; R: Road access; GS:

Generation Station, S: Substation, Po: Pole, PpeRiCST: Condensate Storage Tank, Cond: CondeRser;
River Pump, HPP: High Pressure Pump; FWP: FeedwBiemp; LPP: Low Pressure Pump, ADS: Automatic
Depressurization System; DG: Diesel Generator.

27



The states at system-of-systems level depend ordeggeces of achievement of the goal
function (Section 2.2.2). Since in the present cdady the goal function can be attained by
four different alternative pathgy{*>"®, &V &Y and&,"™®), their states identify the state
of the nuclear power plant. We assume that to lee healthy state at least one path among
gvaer s Water and &V (j.e. water from the main input or the designetérinal barriers)

should be in state 3, i.e., healthy, and anothén, gacluding alsoZ,"™®"

(water from the
external support), should be at least in statee2, marginal or healthy. To be in a marginal
state, it is necessary that at least one path afidfilf, &V &Va and &,V is at least in
state 2. All the other combinations lead the nugbeaver plant plant into a risk state.

Table 5 reports the combination of the states efgbssible pathg'®® k = 1, ..., 4, that

bring the nuclear power plant into a healthy, maabor risk state.

Table 5: Definition of risk, marginal and healthates at system-of-systems level with respecktsttites of the
alternative pathgi"®® k = 1, ..., 4, that can assure the safety of thelear power plant. In the empty space,
any state is possible.

é:lWater gKZWater §3Water §4Water
3 3
3 2
3 3
3 2
3 2
3 2
Safe 5 3
3 2
3 3
2 3
2 3
3 2
2 ~3 ~3 ~3
. ~3 2 ~3 ~3
Marginal 3 3 5 3
~3 ~3 ~3
Risk 1 1 1 1

4.3. Results

The Monte Carlo simulation for Seismic ProbabiidRisk Assessment illustrated in Section
3.3 and Appendix C has been applied to the casly stuSection 4.1 for an earthquake with
moment magnitude equal to 5.5 at the epicentemofdinates (x, y) = (70, 70) (Figure 9,

right). The number of earthquake simulatioNs)(is 2000 and the number of recovery time
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simulations Kry) for each components configuration that turnsrihelear power plant (NPP)

into a risk or marginal state is 4000.

4.3.1. Safety

Figure 13 shows the comparison of the estimatedhrmpezbability that the NPP turns into the
states 1 (risk), 2 (marginal) and 3 (healthy), adersng multistate and binary state models for
the components. As expected, the probability terento the risk state is similar for both
models (equal to 0.332) and obviously the probtiidi turn into a marginal state is zero for

the binary state model, since this state is notetoptated in such a model.

Multistate

H Binary
0.668

0.332 0.605

0.332’

Figure 13: Estimate of the probability that the feer power plant reaches a risk (1), marginal (2)dahealthy
(3) state upon occurrence of an earthquake of mémexgnitude equal to 5.5, in the case of multisfgtey)
and binary state (black) models.

It can be noticed that the multistate model idégifa criticality in the safety of the NPP,

since it shows that the NPP is mostly in a margstate (0.605). This means that safety
margins are not satisfied, and the NPP could besegto aftershocks. On the contrary, the
binary state model considers these marginal stinatias completely safe (healthy), thus

underestimating these situations.

Figure 14 shows the same comparison as in Figureef&pt that, for each of ther
configurations a sequence of aftershocks is siradlbkt times. These values have been
obtained by adding (and/or subtracting) to the \@hfeFigure 13, the transition probabilities
(Table 6, third column) to enter in (and/or to efkiim) the states 1, 2 and 3. These are
obtained by the multiplication of the probabilititeat the NPP enters in a certain state after
the earthquake (values of Figure 13) and the ciomdit transition probabilities (Table 6,
second column) that the NPP degrades into worsesstgon the occurrence of aftershocks,

given the state in which it entered after the epréke.
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Multistate
H Binary

0.651

0.569 0.349

Figure 14: Estimate of the probability that the feer power plant reaches a risk (1), marginal (2)dahealthy
(3) state upon occurrence of an earthquake of momeagnitude equal to 5.5 and upon occurrence of
subsequent aftershocks, in the case of multistgéyY and binary state (black) models.

Table 6: Conditional transition probabilities, ginéhat the NPP entered in a given state after atheake
(second column), and transition probabilities tttaé NPP remains in the same state or turns intctzaro
(lower) one after the occurrence of a sequencdtefshocks (third column) for the multistate andary state
models. The transitions considered are reportethénfirst column.

States Conditional .
I " Transition
transition transition robabilit
(from ->to) | probability P y
2->1 0.3861 0.2334
2->2 0.6139 0.3711
. 3->1 0.0597 0.0038
Multistate
3->2 0.4987 0.0317
3->3 0.4416 0.0280
1->1 1.0000 0.3320
3->1 0.0254 0.0170
Binary state 3->3 0.9746 0.6510
1->1 1.0000 0.3320

From Figure 14, it can be seen that, after a semguehaftershocks, the probability of the NPP
to turn into a risk state is higher in the casehaef multistate model (i.e., 0.569) than in the
case of the binary state model (i.e., 0.349). T&idue to the higher probability that the

marginal state of the multistate model turns intisk state (0.2334, in Table 6) with respect
to the probability that the healthy state of thesly state model turns into a risk state (0.0170,
in Table 6). The first result depends on the deéiniof marginal state at component and at
system-of-systems levels: i) the components inestatare more fragile to withstand

aftershocks (as explained in Section 2.2.1) anid iil)e present simulation, the configurations
of the marginal state of the system of systemg dffte occurrence of the earthquake are
composed mostly (with probability 0.6940) by onhyegpath; V' k=1, ..., 4, in state 2 and

the others in state 1: thus, they are more exptsetthe occurrence of aftershocks than
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configurations composed by all the path¥™®' k = 1, ..., 4, in state 2 (this situation occurs
with probability equal to 0.007). Instead, the Ignobability value for the transition from

healthy state to risk state for the binary state eh@lexplained by the fact that, in this case,
there is no distinction among structural and fuoral state, since they coincide. Therefore,
when the NPP is a healthy state also the comporeats a structural and functional healthy

State.

4.3.2. Physical resilience

In the following, the results of evaluation of thlysical resilience of the system of systems
are reported. In particular, for the configuratiahst lead the NPP into a risk state, the
recovery from a state 1 to a state 2 (Figure 1%ray state 2 to state 3 (Figure 15 b), from
state 1 to state 3, direct and total (Figure 1% @ respectively), is analyzed and, for the
configurations that lead the NPP into a marginatiestthe recovery from a state 2 to a state 3

(Figure 15 e) is considered.

ZNFP ZAPP PP ZNeP ZVPP

BRI EEbINE S

€

a

Figure 15: lllustration of the transitions consiaet (bold lines) for the analysis of the recovenyetiwith respect
to the functional state'Z", of the nuclear power plant (NPP).

Figure 16 shows the probability density functiorDE (on the left) and the respective
cumulative distribution function (CDF) (on the righdf the time necessary to restore the
marginal state of the nuclear power plant froms& gtate. As illustrated in the Figure, the
transition into a marginal state of the NPP depemdghe transition of one of the alternative
logic pathsi V™" k=1, ..., 4, into a state 2. The mean of the distiin is 2.6 days.
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Figure 16: Probability density function (PDF) (ohet left) and respective cumulative distributiondtimon
(CDF) (on the right) of the time (RT) necessaryastore the marginal state (2) of the nuclear poplant
(NPP) from a risk state (1).

In Figure 17, the frequency of the path¥*®" k =1, ..., 4, that perform the transition into the
states 2 or 3 to lead the NPP in a marginal stateeported on the left, and the details of the
frequency of the systems MFW, HPCI, LPCI, DS, I&Y Bnd EE to be in healthy, marginal
or risk state are illustrated, on the right, wiglspect to Figure 16.

Figure 17: Left: frequency of the pathd’™® k = 1, ..., 4, that performing a transition intetBtates 2 or 3 turn
the nuclear power plant into a marginal state witispect to Figure 16; Right: corresponding frequen€the
Main Feedwater (MFW) system, High Pressure Codlajection (HPCI) system, Low Pressure Coolant
Injection (LPCI) system, Depressurization Syste®)(Internal Energy (IE) system, External Water JEW
system and offsite power (EE) system to be in(tiskmarginal (2) or healthy (3) state.

It can be seen that the transition from the statethie state 2 is mainly due to the patf™®’
k = 4, that is formed by the external water systéhis system can also turn directly into a
state 3 with probability 0.21 (Figure 17, on thght).
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Figure 18 shows the probability density function (be left) and the respective cumulative
distribution function (on the right) of the time gessary to restore the healthy state of the
nuclear power plant from a marginal state given tha plant entered in a risk state after the
occurrence of the earthquake, i.e., after the r@gofrom risk to marginal state. As shown in
Table 5, the recovery of the healthy state requhasi) at least one path amofid/®®" k=1,

..., 3, is in state 3, and ii) another one is ines@tincluding alsg,"®*' k = 4.

From the recovery from state 1 to statefd'™® k = 4, is in a state higher than 1 with
probability equal to 0.814 (Figure 17, left), thtdlse PDF of Figure 18 presents mainly the
transition of the first condition, i.e., one patmang&V®®' k = 1, ..., 3, should turn into a
state 3. The distribution presents three peaksfitdteone with mean equal to 2.3 days can be
due to i) the short recovery of some componengs, pipes, of the pathg"® k=1, ..., 3,
from state 2 to state 3 or ii) the recovery of plagh& V" k = 4, to state 2, when one of the
gvaer |« = 1, ..., 3, paths has previously entered in statetBe transition of the NPP from
state 1 to state 2. The second peak with mean &g24l days is due to the recovery of one of
the pathsi " k = 1, ..., 3, that has entered previously in a s?atend the third one, with
mean equal to 70 days is due to the recovery opatteamond'*® k=1, ..., 3, from state

1 to state 2, and then from state 2 to state 3recttly from state 1 to state 3. Notice that with
very low probability, i.e., around TQ the recovery can take from 115 to 151 days to be
carried out, as illustrated in the zoom in Figu8 As explained in the following, this is due
to the presence of aftershocks that in few casaesheae a strong impact on the system

recovery.
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Figure 18: Probability density function (PDF) (ohet left) and respective cumulative distributiondtion
(CDF) (on the right) of the time (RT) necessaryetstore the healthy state (3) of the nuclear poplant (NPP)

from a marginal state (2) given that it enteredinisk state (1) after the earthquake occurrence.
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In Figure 19, the frequency of the path¥*®" k = 1, ..., 4, that perform the transition into the
states 2 and 3 to lead the NPP in a healthy stateeported, on the left, and the details of the
frequency of the systems MFW, HPCI, LPCI, DS, IBY Bnd EE to be in healthy, marginal
or risk state are illustrated, on the right, wiglspect to Figure 18.

§4Wate|

Figure 19: Left: frequency of the pathg'™® k =1, ..., 4, that performing a transition intcetktates 2 or 3 turn
the nuclear power plant into a healthy state witspect to Figure 18; Right: corresponding frequeatthe
Main Feedwater(MFW) system, High Pressure Coolajgction (HPCI) system, Low Pressure Coolant
Injection (LPCI) system, Depressurization Syste®)(Internal Energy (IE) system, External Water JEW
system and offsite power (EE) system to be in(tiskmarginal (2) or healthy (3) state.

The external water system is in state 3 with prdibgl0.97 (Figure 19 on the right). Looking
to the other three paths it can be seen that ¢beiribution is similar, slightly higher for
&V that has previously reached the state 2 with ighebability than®,"V*®" and&"V*®' as

shown in Figure 17, on the left.

The direct transition of the nuclear power plawtrstate 1 to state 3 occurs with very low
probability, i.e., 0.003 in this simulation, thiise results of the recovery time are not reported
here. However, they are include in Figure 22, whbesprobability density function and the
respective cumulative distribution function of ttetal time necessary to restore the healthy
state of the nuclear power plant, given that tlaafpéntered in a risk state after the occurrence
of the earthquake, is reported in comparison withRDF and CDF obtained by a binary state
model.

Figure 20 shows the probability density function (be left) and the respective cumulative
distribution function (on the right) of the time aessary to restore the healthy state of the
nuclear power plant, given that the plant enteneal marginal state after the occurrence of the
earthquake.
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This distribution presents the same three peaks (weans equal to 2.6, 22.3 and 73.2) as the
recovery from state 2 to 3 given that the NPP hdsred in a state 1 after the earthquake
(Figure 18). The explanation of the shape of tistrithution is the same as that reported for
Figure 18, since the initial state, i.e., the m@agistate of the NPP, is the same for both the
recovery. The difference in the probability valwéshe peaks (higher for the first two peaks

and lower for the third one) depends on the int@hfiguration of the marginal state: in the

case of Figure 18, the starting configuration befibie transition is composed by just one path

Water
&

ko, k=1, ..., 4,in state 2 (or exceptionally in staf@8illustrated in Figure 17) since it is

obtained from the recovery of the NPP from state 2, whereas in the case of Figure 20,
more configurations are possible, e.g., the condiion given by more than one pail¥®® k
=1, ..., 4, in state 2 occurs with probability 0.3d®us, the recovery can be shorter with

higher probability.
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Figure 20: Probability density function (PDF) (ohet left) and respective cumulative distributiondtion
(CDF) (on the right) of the time (RT) necessaryetstore the healthy state (3) of the nuclear poplant (NPP),
given that it entered in a marginal state (2) aftee earthquake occurrence.

In Figure 21, the frequency of the path¥*®" k = 1, ..., 4, that perform the transition into the
states 2 and 3 to lead the NPP in a healthy stateeported on the left, and the details of the
frequency of the systems MFW, HPCI, LPCI, DS, I&Y end EE to be in healthy, marginal

or risk state are illustrated, on the right, wiglspect to Figure 20.
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m3

Figure 21: Left: frequency of the path€'®® k =1, ..., 4, that by performing a transition irttee states 2 and 3

turn the nuclear power plant into a healthy staithwespect to Figure 20; Right: frequency of thaiiv

Feedwater(MFW) system, High Pressure Coolant IlgectHPCI) system, Low Pressure Coolant Injection
(LPCI) system, Depressurization System (DS), laléfnergy (IE) system, External Water (EW) systach a

offsite power (EE) system to be in risk (1), maag{2) or healthy (3) state.

The contribution of the pathg"*® k=1, ..., 3, to turn the NPP into a healthy statsirisilar

(frequency around 0.3).

Figure 22 shows the comparison among the probgliéhsity function (on the left) and the
respective cumulative distribution function (on tinght) of the time necessary to restore the
healthy state of the nuclear power plant, givert tha plant entered in a risk state after the
occurrence of the earthquake, by multistate (dwlg) and binary state (dashed line) models.
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Figure 22: Comparison of the probability densitydtion (PDF) (on the left) and respective cumulativ

distribution function (CDF) (on the right) of thiene (RT) necessary to restore the healthy statef(8)e

nuclear power plant (NPP) from a risk state (1)t case of a multistate (solid line) and binawte (dashed
line) model.

The PDF obtained by the binary state model is esthiétt low values with mean equal to 4.31
days, whereas the PDF resulted from the multistaddel presents three peaks with means
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3.2, 22.4, 73 days, the peak with highest meangbeildely dominating the other two in
probability mass terms. The binary state modelltesa a short time for the NPP to recover
its full safety; the multistate model instead le&mls different conclusion, that is: the time to
reach a healthy state is short with low probablflibe first peak has probability mass equal to
0.06), due to few "lucky" configurations of failedmponents that can be easily recovered
after the earthquake, but it is higher with largebability (a probability mass of 0.18
concentrated around the second peak of 21.4 daysa @nabability mass of 0.76 around 73
days.

Comparing the results obtained by the binary staaeel with those of the multistate model
for the recovery of the marginal state (Figure it)zan be seen that the time needed to
recover the NPP to a marginal state (mean valualéq2.6), is lower than that required by
the binary state model to recover the healthy stateonclusion, the above results show the
importance of resorting to a multistate modellirgriework, to capture the insight that safety
is reached faster than as resulting from a simplEhary state assumption, but on the other
hand, it is recognized that such safety is not “plate” with respect to the required safety

margins, for the achievement of which more timededed.

From the recovery viewpoint, there is a slight eliéince between the results given by a
multistate model considering and not considerirtgrahocks when short recovery from a risk
state, e.g., from a risk to a marginal (or dire¢tlya healthy) state, are considered, since the
component in a risk state cannot degrade furthan iaftershock occurs. On the contrary, the
impact of the aftershocks in the recovery can e se the transition from a marginal to a
risk state, as illustrated in Figure 23 where thigarison of the probability density functions
(on the left) and the respective cumulative distiitm functions (on the right) of the time
necessary to restore the healthy state of the auptaver plant, given that the plant entered in
a marginal state after the occurrence of the eaatke considering (solid line) and not
considering (dashed line) the occurrence of afterisd) is illustrated.
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Figure 23: Comparison of the probability densityndtions (PDFs) (on the left) and respective cumwuéat
distribution functions (CDFs) (on the right) of thieme (RT) necessary to restore the healthy st3teof the
nuclear power plant (NPP), given that it enteredanmarginal state (2) after the earthquake occucen
considering (solid line) and not considering (dastiee) the occurrence of aftershocks.

The two probability density functions show the sgmeaks with mean around 2.5, 22.2, 73.2
days, but in the case with aftershocks the proitgivhlues are lower for the first two peaks
and higher for the third one than in the case withaftershocks. Thus, in the case with
aftershocks, the probability that the recovery semdre time is higher; in addition, there is a
small probability, i.e., around FQthat the recovery is carried out in more than dags, as

illustrated in the zoom of Figure 23.

5. CONCLUSIONS

We have significantly extended a system-of-syst&armework previously proposed by the
authors for the analysis of the risk of a critiplnt (e.g., a nuclear power plant) from natural
external events (e.g., earthquakes).

We have explicitly modelled the different partstioé system-of-systems into i) main inputs,
i.e., the infrastructure systems devoted to protligemain supply for the safety of the nuclear
power plant, ii) internal barriers, i.e., the imar emergency devices designed to
automatically activate in emergency conditions) @kternal supports, i.e., the redundant
infrastructure systems that can replace the mauatgand the internal barriers when they do
not function, iv) the recovery supporting elements, the infrastructure systems that can be a
support in the actions to keep or restore the gafiethe plant.

We have adopted a multistate model distinguishitrgicgiral damage and functional
performance of the individual components, thateatfl into a multistate model of the system
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of systems based on different degrees of safetk,(marginal and healthy) of the nuclear
power plant.

We have represented the system of systems witheh T8ee Success Tree — Dynamic Master
Logic Diagram (GTST-DMLD) and we have used Monterl@€asimulation for the
probabilistic evaluation of the safety of the nacl@ower plant and its physical resilience,
measured in terms of the time needed to restoredfety. In addition, we have included the
impacts of aftershocks.

In particular, by exemplification of a case studyncerning the seismic risk of a nuclear
power plant, the following analyses have been edrout:

a. a comparison between the probabilities that thdeangower plant enters in risk,
marginal and healthy states calculated by mulestd binary state models: as
expected, the probability to enter in a risk statthe same for both models, whereas
the probability to be in a healthy state is lonar the multistate model that identifies
(marginal) configurations of the system of systettret present criticalities because
not satisfying safety margins;

b. a comparison of the previous probabilities (a.) sidering also sequences of
aftershocks that could further degrade the safétyhe nuclear power plant. The
multistate models evidences a higher probabiligt thhe nuclear power plant enters
into a risk state (+ 0.2372) than the binary statelel (+ 0.0170). Thus, it can capture
the impact of the aftershocks that are almost wéggdieby the binary state model since
the structural healthy state of the componentsasacterized by fragilities that are not
much sensitive to small ground motion levels praduby aftershocks. Actually, the
increased probability of the risk state is mairy2834) due to the degradation of the
marginal state that is more exposed to aftershtizks the healthy state;

c. a comparison of the probability density functioidf and the respective cumulative
distribution function (CDF) of the time necessaoyréstore the healthy state of the
nuclear power plant, given that the plant has edtén a marginal and risk state, and
the recovery time of the marginal state given thatplant has entered in risk state,
with the i) binary state model and ii) multistateodiel without considering the
occurrence of the aftershocks:

i) From the first comparison, it can be seen thathinary state model is less
conservative than the multistate model in thatdéniifies a mean time to

recover the healthy state lower than the one itiedtby the multistate model,
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but higher than the one needed to recover a margfiaiz. On the contrary, the
multistate model is capable of capturing the fhet & faster recovery to reach
a safe condition is possible, but this conditiomigrginal with respect to the
safety margins and a longer time is needed to aat\eecompletely safe state,
including the safety margins.

i) From the second comparison, important differencasnot be seen in the
recovery time distribution for fast recovery fromkr states, e.g., from risk to
marginal state, since, in this work, a componentisk state cannot further
degrade into a worse state. A further developmetiteomodel will be done in
the future to take into account the disturbancethef aftershocks for the
components in risk state. On the contrary, the ohpéaftershocks is evident
in the recovery from a marginal state to healtlagessince the components in
state 2 can degrade to state 1 more than oncegdilmntotal recovery. As a
consequence, the time needed for the restoratidinecealthy state increases
considering the occurrence of aftershocks.

The results obtained, albeit performed on a sineglifcase study and under limiting
assumptions, highlight that the multistate modeklsvant to identify marginal conditions of
safety of the critical plant that may turn intoigkrstate. This can be relevant for the decision
making related to safety-critical issues when axkevents occur: a marginal condition may
degrade to a risky one but this would not happenit(avould happen with very small
probability, e.g, 0.0038 in the present case stdidy)a complete safe state that can mainly
degrade to a marginal state. On the contrary, thary state model does not allow these
considerations since it does not distinguish ddifeérsafety levels; in this case, a complete safe
state can directly change into a risk state. Howetés is not evident in the simulation: the
healthy state turns into a risk state with probighil.0170 (Section 4.3.1), as explained in the
point b. above. Thus, the multistate model allogentifying criticalities that are hidden in a
binary model and that can lead to an underestimatiahe risk. The multistate model is more
conservative than the binary state one; this casdem also from the results related to the
system resilience characteristics, where the tincessary to restore the complete safety is
longer than that needed with a binary state modelnfiost of the cases. However, as
explained before, the complete safety of the bistaje model hides criticalities and it can be
affected by aftershocks. The multistate model.emdf shows that restoration of the marginal

safety can occur in a shorter time; the fastervegois associated with the awareness that
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safety margins are not satisfied. These findingshelp to improve the structural/functional

responses of the critical elements of the altevealogic paths, for improving the global

resilience of the system of systems so as to iser¢he safety of the critical plant. The

multistate model is a valid support for achievihgde goals, provided that the definition of

the structural and functional limit states is callgfaddressed.

Future work will be devoted to apply the framewark analysis presented to a critical

networked infrastructure and to consider advanaealation techniques in order to render

more efficient the computation.
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APPENDIX A. Qualities, parts and GTST-DMLD within a system-of-

systems framework: an example

For illustration purpose, let us consider the nfaimction F* of a critical plantH, i.e., the
critical element, achieved through the success of two principattions,F; andF,, where

the former is in turn obtained by the combinatidrfumctionsF;; andF, .. In addition, we
consider an auxiliary functioRg that is not needed directly for achieviRg, but it serves the
function F». In the hierarchy, the functiolR; is represented in a parallel branch connected to
F* by a dashed line (Figure A.1).

Figure A.1: Hierarchy of the qualities of the exdeproposed.

Figure A.2 represents the graph of the compondntisi® example with respect to the safety
levels of Figure 2. The links show the relationsaipong the components; they are directed
from an element to another dependent on it. Thetysaf a critical elemenf (star) is assured
by A = 8 systems divided into™ = 1 system of main input§?, n'® = 3 internal barriers,
§9, ¥ andS?, nFS = 2 external support§® andS®, n?°= 2 recovery supporting elements,
S andS?, represented in dashed oval shape. The compoimehiged in these systems are
represented in solid oval shape. For example hesS? is formed by 3 componentS,(*,
S, ), the systen8? is composed by 1 componest®, and so on. Notice that there are
some components that are directly connecte#, te.g.,S» and S?, and others that are
connected to the components of other systems, %Y is connected t&®. The first type of
components belongs to principal systems, whereadattex one to the auxiliary systems,
except for the recovery supporting elements thatcansidered apart from these systems for
their role of recovery, as explained in Section. Each systen§®, a = 1, ..., 8, can be

represented in the form of a hierarchy as illusttah Figure A.3.
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Figure A.2: Graph of the physical components fa ¢ixample proposed.
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Figure A.3: Hierarchy of the parts of the examptegosed; ', n®, nFS, *refer to the number of main inputs,
internal barriers, external supports and recovenppgorting elements, respectively.

In Figure A.4, the GTST-DMLD of the example abowereported. The goal tree is the
hierarchy of Figure A.1 and the success tree ispos@d by the hierarchies of Figure A.3.
The dot- and square- dependencies detail the cbonsf the graph of Figure A.2 and

connect the physical elements to the functions.
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Figure A.4: GTST — DMLD of the example considered.

APPENDIX B. Seismic Probabilistic Risk Assessment

Since the exemplification of the modelling framelwas done with reference to a nuclear
power plant as critical plant and earthquakes asettiernal events, in Appendix B.1 some
basic information on the procedure for Seismic Bbaistic Risk Assessment (SPRA) of a

nuclear power plant is given, aftershocks are etstsidered (Appendix B.2).

B.1 Seismic risk

The risk on a system deriving from an earthquakeeffter referred to as the main shock) is
evaluated by a procedure of Seismic Probabilistgk Rssessment (SPRA) that consists of
three parts: i) Seismic Hazard Analysis, ii) Setsriragility Evaluation and iii) System

Analysis [20].
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The first part is aimed at computing the probaksitof occurrence of different levels of

earthquake ground motion at a site of interess ttaditionally developed as a Probabilistic

Seismic Hazard Analysis (PSHA) consisting of forogedural steps [20], [21], [22]:

1)
2)

3)

4)

Identification and characterization of the eartHqusource;

Definition of the earthquake recurrence relatiopshie., the annual frequency of
occurrence of a given magnitude event for eachcsouypically described by the
Gutenberg-Richter law [23]:

log(n®"%) = a—bnf™ (B.1)
wheren®@is the number of earthquakes with magnitugreater tham™, anda andb
are parameters obtained by data regression andR@js [21], [22]. This relation
implies a double truncated distribution for the magte [26], [27]:

t
_ o Am®I-mei)

1
Fa (m®'9) =
1— g Amad-mEl)

(B.2)

where S represents the relative frequency of smaller toelagyents, andny and

md are the upper and lower bounds of the magnituslgectively, that avoid the
high values which are unrealistic and the low valiiat are negligible.

Formulation of the ground motion attenuation relaship that identifies the ground
motion value at the site of interest, e.g., thekpgeound acceleration, given the
source-to-site distance and the magnitude. Theehitjie distance from the source, the
lower is the ground motion value. The followingatgnship described by [28] has

been adopted in this paper:

10G102=Cy + G+ (Ca + CyiP'Y *logy 12 +CE +CoSs +CrSp + Caf +Cofy +Cufo (B.3)
where m™ is the earthquake magnitudejs the source-to-site distanc® and Sy
represent the types of soil (soft, stiff or rockjem both variables are set to zero) and
Fn, Fr andFo describe the faulting mechanism (normal, thrusbduf). Equation B.3
has been derived by weighted regression analysis set of strong-motion records
collected in Europe and in Middle Est [28].

Computation of the exceedance probability of grommation in any time interval by

analytical integration for each magnitude, distaaieeé ground motion value.

! The magnitude scale typically used is the momeagnitude defined by [24]. For medium size earthgsak

is similar to the Richter values [25].
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The second part of the SPRA identifies the seistajacity of a component in terms of its

conditional probability of failuré for any given ground motion level [20]:

' -1
P, Iog(z/%)gﬁud» Q (B.4)

where Q is the subjective probability of not exceedingragiflity f', A, is the median

acceleration capacity} andf, are the logarithmic standard deviation due to camaess and
to uncertainty in the median capacity, respectivE€lgnsidering different damage states of a
component, “failure” means generically “degree oimdge”: thus, the fragility is the
conditional probability of exceeding a level of dage for any given ground motion level
[29]. The damage states are therefore identifiethbyfragility curves. A fragility evaluation
is carried out to provide the parameter valuis (3 and 3,) for the fragility model. This
evaluation is performed for critical failure modag considering safety margins inherent in
capacity predictions, response analysis and equipouelification [20]. Recent studies [30],
[31] have been devoted to identifying methodolodasdeveloping “aftershocks fragilities”,
i.e., fragility curves for main shock-damaged dtimoes that are initially in a given damage
state due to the occurrence of an earthquake. iecestimation of the fragility parameters is
not the objective of the present work, in our eatibhn we have assumed arbitrarily the
parameter values to determine the damage statesodumain shocks and aftershocks (see
Section 4.1.1).

In the third part, the outputs of the hazard aadifity analyses are integrated to evaluate the
impact of an external event to the system of istej20]. In this work, we adopt a Goal Tree
Success Tree — Dynamic Master Logic Diagram (GT$M:D) representation for the
analysis of the impact on the system and Monte cCammulation for the quantitative
evaluation. In extreme synthesis, Monte Carlo satoih is used for determining the state of
each component of the system as a result of thadtwd the external event on the component
given its fragility in terms of its probability axceeding different damage states for a given
ground motion level. Then, the GTST-DMLD accourds the dependencies among all the
components and their states for determining the stathe entire system due to the impact of

the external event. This part is described in tatéection 3 and Appendix C.
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B.2  Aftershocks

Aftershocks, small earthquakes that occur natuiligr the main shock, can further degrade
the conditions of a component or a system. In Wosk, we compute their impacts on the

system of interest by the same SPRA procedure imgolaabove for the earthquake

(Appendix B.1).

According to Bath’s law [32], the differencd, between the magnitude of an earthquake,

etq

m™@ and of its largest aftershocky®

max !

is a constant, independent on the earthquake
magnitude, and typically approximated to 1.2:
A=m"- m[‘;fax =12 (B.5)

As for the earthquake, the recurrence relationsbfipaftershocks is described by the
Gutenberg-Richter law (eq. B.1) and their magnitud® is still represented by the double

truncated distribution of eq. B.2, computing thexmaum magnitudem® , from eq. B.5 and
defining a minimum magnitudes . , of interest.

The temporal decay activity of aftershocks follatws modified Omori's law [33], [34]:

Aty =— (B.6)
(c+)P

where A(t) is the occurrence rate of aftershocks with magi@tgreater than the minimum
magnitude of aftershocks considered', , t is the time passed from the earthquake @rd
andW are parameters which depend on the geophysidsedaérivironment. Assuming = 1,
as in the original formulation of the Omori’'s la@5], and fixing the value of the parameter
e.g.,c = 0.05 [36], it is possible to identify the paraer@V comparing the integral of eq. B.6
in a time window [0;T*] (e.g., [0, 365] days [36]) with the maximum numioé aftershocks,

a , that can occur in one year [36]:

nmax '

J-T* W dt=nd | (B.7)

af

min from the Gutenberg-Richter law (eq. B.1).

wheren®  =10% M

max

Once that all the parameters of the occurrence Aédeare determined, the number of
aftershocks in the intervals of time T¢), Ti = 1, 2, ...,T*, can be computed by solving the

integral of eq. B.7. Normalizing these values wispect to the maximum number of
aftershocksp2’ , we can obtain the cumulative distribution funet{@€DF) of the occurrence

time of aftershocks.
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In this work we have considered the occurrencenagarthquake of magnitudet™, equal to

5.5 on the moment magnitude scale, followed byqueece of aftershocks whose minimum
moment magnitude value)® , is 3 (assumed) and the maximumi., , is 4.3 (computed by

eg. B.5). We have fixed the paramebenf the Gutenberg-Richter law to 1, since it canyvar
in the range 1 £ 0.3 [26], and we have computegtrametern of the same law by assuming

n®* = 1 with respect to the magnitude of the largéstrshock,m¥, , i.e., by assuming that an
aftershock that has a magnitude equal to that ofatgest aftershock can occur once in a

year. Then, given the parameterfa = 4.3) andb we have obtainea® = 20 from the

Gutenberg-Richter law, considering the magnitudg . Assuming the parameteps= 1 [35]

andc = 0.05 [36], we have determined the valueo{W = 2.25) from eq. B.7 in a time
window equal to [0, 365] days. The CDF obtainetlustrated in Figure B.1.
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Figure B.1: Cumulative distribution function (CDBJ the occurrence time of aftershocks.

APPENDIX C. Monte Carlo simulation for Seismic Prokabilistic Risk

Assessment within a system-of-systems framework: emtive steps

The simulation procedure consists of the followapgrative steps:
1. choose a value of earthquake magnitude and epiceatgdinates with respect to
which the analysis is performed,;
2. compute by eq. B.3 the ground acceleration valueaah of they, = 1, ..., L,
components in the last levels of the physical hiias of the systen8?, a=1, ...,

A; L is the total number of components of the systesysfems;
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. compute the fragilities, f}, for all the components of the system of systedmiseq.
B.4; {f} is a matrix of 2 xL values (two for each component), representing the
conditional probability of exceeding a marginal,(# = 1, ...,L) and risk {,, n = 1,
..., L) threshold;
. sample a matrix of uniform random numbers in [§if)}, v=1, ...,Nr,n =1, ...,L,
whereNy is the number of simulations;
. determine the structural multistate matrg¢j{}, j 0 {1, 2, 3}, v=1, ...,.Nr,n =1, ...,
L, wherej represents the structural state index, by comgdha matrix {";}, v = 1,
..., Nt, 7 =1, ...,L with the fragility {f}: if u’y>fy,, set g’jv: j = 3}; if fo,, <u'y <fy,
set {g'jv: ] = 2}; otherwise ifu’y <f,,, set {g’j: j= 1} forv=1, ...,Nyrandy = 1, ...,
L. When {',: j = 1}, it means that in the-th simulation they-th component is
strongly hit by the earthquake, i.e., it entera inisk state; whend{;v: j = 2}, it means
that in thev-th simulation thej-th component is slightly hit by the earthquake,, iit
enters in a marginal state; otherwise, whgh.{j = 3}, in thev-th simulation the;-th
component survives the earthquake, i.e., it remaires healthy structural state. Each
row of the matrixg represents the states of thesystem components in theth
simulation;
. determine the functional multistate matrz;{}, i 0{1, 2,3},v=1, ....N,n =1, ...,
L, wherei represents the functional state index, on thesbasithe relationships
between the structural and functional states ofpmmnty;
. determine the state of the critical plathtby propagating through the GTST-DMLD
the functional states at component level to thetfanal states at system-of-systems
level. In doing so, the state Hfis evaluated for each row of the matr¥;{}, j O {1,
2,3Lv=1, ....Nr,n =1, ...,L, i.e., for each configuration of the system samhpke
vector {h,} is then recorded, whose elemdytv =1, ...,Ny, assumes value 1, 2 or 3
when the critical plani is in a risk, marginal or healthy state, respetyive
. estimate the probability of the critical pladtof being in a risk, marginal or healthy
state by computing the sample average of the vabfeshe elements of the
Ny —dimensional vectorif,}, v =1, ...,Nr;
. for eachv-th simulation of the system sampled that turnsdhtcal plantH in an
unsafe or marginal state, evaluate the recovery @Riy) by the following steps:

a. set the current time™", equal to zero in correspondence of the earthquake

occurrence and initialize the countpequal to 1,

51



b. initialize the vectors of the time'', and the functional state};, of the critical
plantH ast™(g) =t™" and {*(g): i = hy}, respectively;
c. compute the number of aftershockd.,, that will occur with a magnitude

higher than a given thresholey?’. , and lower than the maximum possible

o (eg. B.5) by eq. B.1; sample their magnitua®, from eq. B.2 and their

mmax

time of occurrence from the cumulative distributfanction of Figure B.1;

d. sample a vectdrT,, » = 1, ...,L, of recovery times of the components that are
in state 1 or 2, from the respective probabilitpgley functions (PDFs) and set
to infinite (i.e., a very large value) the recovéinge of the components in state
3. If the component = 1, ...,L, is in state 1, it can reach both the state 2 and
the state 3. In this case, sample the two recotmergs and choose the lower.
Save then a vectay"™}", j 0 {1, 2, 3}, » = 1, ..., L, of structural states in
which the components will enter if the recovergasried out.

e. While the critical plantH does not turn into a healthy stat2{q): i = 3},
perform the following steps:

i. evaluate the vect®RT"",, n = 1, ...,L, that is equal t&RT,, n = 1, ...,
L, when the functional state of the road accessestoponent; in
state 1 and 2 is in a state 3, i.e., the acceseesvailable; whereas, it is
the sum of the recovery times of the road accessebs of the
component, when the road accesses are not available

ii. identify the minimum recovery tim&T™", of the vectoRT"™), 5 = 1,

S

iii. evaluate if aftershocks have occurred in the etV = [t tU" +
RT™. If no, go to the following step iv.; otherwisgg to step v.;

iv. update the structural state veotfr j O {1, 2, 3}, # = 1, ...,L, for the
componenty that has performed the transition with the correspuy
indexj of the vectog"}",j 0 {1, 2, 3}, 7 =1, ...,L. If the component
n enters in a state 2, sample a new recovery timg &nd update that
value in the vectoRT,. For all other components, reduce the recovery
time of the quantity equal t®RT™" since the recovery of all the
components proceeds at the same time. Then, upldatéunctional

state vector £}, i 0 {1, 2, 3}, » = 1, ...,L, and evaluate the state of

52



the critical plantH as in step 7., identifying the valt&™"”, h"*" [ {1, 2,

3}. Setq = g+1,t"(q) = RT" and {(q): i = h"™"“}; Return to step e.
v. consider the first aftershock that occurs in theriral t™ and evaluate
its impact on the structural states of the compawni = 1, ...,L, by
steps 4. and 5. for the first row of the matrjx.e., for one simulation;

e if the aftershock changes the state of one or ncoreponents,
consider the new vectors of structural and functictate, g’}
and {Z'i\}, respectively, and update the vec®n,, sampling the
recovery time of the componengsthat have changed structural
state. Update the vectgf®}", j O {1, 2, 3}, = 1, ...,L, with the

new structural state in which the components wiltee if their

curr curr _
t =

recovery is carried out. Sgt= g+1, t"(q) = t* - t*" and set
t2". Return to step e.i.;

» otherwise, perform again step e.v., evaluating ithpact of the
following aftershock that occurs in the intert4f; if there are no
other aftershocks in the intervid¥, the recovery of the component
n associated with the minimum recovery tiR@™" (step e.ii.) is
carried out. Return to step e.iv.;

f. if the critical plantH was in state 1h( = 1), save the time needed to recover

the safety from state 1 to stater2;(;” ), from state 2 to state &¢{;;”) and

1-

from state 1 to state R (1)3)); if the critical plantH was in state 2, save the

time needed to recover the safety from state 2ate 8 RT,.7,”);

g. repeat the steps 9.a. — Mg number of times (e.gNrt = 4000);
10.save the recovery time for all the configuratiorenf states 1 and 2, and obtain the
empirical probability density functions and corresgimg cumulative distribution

functions.
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