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A Differential Feedback Scheme Exploiting the
Temporal and Spectral Correlation

Mingxin Zhou, Leiming ZhangMember, IEEE, Lingyang SongSenior Member, IEEE, and
Merouane Debbaltenior Member, |EEE,

Abstract—Channel state information (CSI) provided by lim- the fading process was considered best. When the wireless
ited feedback channel can _be _utilized tq increase the systemchannel experiences temporal-correlated fading, modedeal
throughput. However, in multiple input multiple output (Ml MO)  finjte_state Markov chain, the amount of CSI feedback bits

systems, the signaling overhead realizing this CSI feedblaan b d d by i ina the stat . ith I
be quite large, while the capacity of the uplink feedback chanel can be reduced by ignoring the states occurring with sma

is typically limited. Hence, it is crucial to reduce the amowt Probabilities [4]-[8]. The feedback rate in frequencyestive

of feedback bits. Prior work on limited feedback compressia fading channels was studied il [9],_[10], by exploiting the
commonly adopted the block fading channel model where only frequency correlation.

temporal or spectral correlation in wireless channel is cosidered. In summary, all the above works mainly focus on feedback

In this paper, we propose a differential feedback scheme wit rate compression considering either temporal correlation
full use of the temporal and spectral correlations to reducethe P g P

feedback load. Then, the minimal differential feedback rae over Spectral correlation. However, doul?ly S(_elective fadingmh_els_
MIMO time-frequency (or doubly) selective fading channel 8 are more frequently encountered in wireless communication

investigated. Finally, the analysis is verified by simulatin results.  as the desired data rate and mobility grow simultaneously. T
the best knowledge of the authors, the scheme of making full

Index Terms—Differential feedback, correlation, MIMO use of the two-dimensional correlations is not yet well s&dd
Using both of the orthogonal dimensional correlations in a
. INTRODUCTION cooperated way, the feedback overhead can be further réduce

in the doubly selective fading channels. Thus, in this paper

In multiple input and multiple output (MIMO) systems,we derive the minimal feedback rate using both the temporal

channel adaptive techniques (e.g., water-filling, intenriee .
P q (g 9 e?f?d spectral correlations.

alignment, beamforming, etc.) can enhance the spectral . S _
: . The main contributions of the present paper can be briefly
ciency or the capacity of the system. However, these channel . i . - .
4 : . o stimmarized as:1) We discuss the minimal feedback rate with-
adaptive techniques require accurate channel conditodtes)

referred to channel state information (CSI). Oftentimesai out differential feedback. 2) We propose a differentia K

A . . ; cheme by exploiting the temporal and spectral correlation
Frequency-Division Duplex (FDD) setting, CSI is eStImate?md 3) We derive the minimal differential feedback rate

at the receiver and conveyed to the transmitter via a feédbaeg( ression over MIMO doubly selective fading channel.

channel. In recent years, CSI feedback problems have beé ; ) ) :
. . ) ) . . he rest of the paper is organized as follows: In Section I,
intensively studied, due to its potential benefits to the MM . . ,

we describe the differential feedback model as well as the

D1 It i <iqnifi
systems{[1],[[2]. Itis S|gn|f|car_1t to explore how to reqluc_:e t.hstatistics of the doubly selective fading channel. In Serctll,
feedback load, due to the uplink feedback channel limitatio : . o

we propose a differential feedback scheme by exploiting the

In [3], four feedback rate reduction approaches were rF\Eiilf)—dimensional correlations and derive the minimal feaxko
e.

viewed, where the lossy compression using the properties 0 . ) ) .
y P 9 prop rate. In Section IV, we provide some simulation results show
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whereE {-} denotes expectation function, the supersafipt We suppose that there a®¥; and NN, antennas at the
denotes complex conjugate?, is the power of the channeltransmitter and receiver, respectively. The received adign
frequency response, (At) andr; (A f) denotes the temporal vector at themth symbol interval and theith subchannel is
and spectral correlation functions, respectively. given by

Assuming that the channel frequency response stays con- Ymn = HpnXm,n + Dy . (5)
stant within the symbol periot, and the subchannel spacin

s, the correlation function for different periods and sutn:ha%n the above expressiory,, , denotes the, x 1 received
nels is written as vector at themth symbol interval and thexth subchannel.

H,,,, a N, x N; channel fading matrix, is the frequency
ri [Am, An] = o%r, [Am] Ty [An], (2) response of the channel. The entries are assumed independen
and identically distributed (i.i.d.), obeying a complexuGa
wherer, [Am] = r, (Amts) andry [An] =1 (Anf,). ggn distributiz)/n with zero-EnearZ and )\l/afci]armﬁ. DF;fferent
Furthermore, if we just consider thg time dornam, thgntennas have the same characteristic in temporal andapect
correlated channel can be mp\deled as a time-domain first-or orrelations,a; and ay, respectively. Besides, there is no
autoregressive process (ARL) [4] spatial correlation between different antennas,,, denotes
. the N; x 1 transmitter signal vector and is assumed to have
Honn = 041+ (/1 = a?Ws, (3) unit variancen,, ,, is aN?x 1 additive white Gaussian noise
whereH,,, ,, denotes the channel coefficient of theh symbol (AWGN) vector with zero-mean and varianeg. Both x,, ,,
interval and thenth subchannell¥; is a complex white noise andn,, ,, are independent for differemt’s andn’s.
variable, which is independent @f,,,_; ,,, with varianceg}?q_ Through CSI quantization, the feedback channel output is
The parametet, is the time autocorrelation coefficient, whichwritten as [13]-[15]
is given by the zero-order Bessel function of first king = H -H.  +E ©6)
r¢[1] = Jo (2w fats), where f4 is the Doppler frequency [12]. mem T T e
Similarly, if we just consider the frequency domain, thevhere H,,, denotes the channel quantization matrix, and
correlated channel can also be represented as a frequemgy-, is the independent additive quantization distortion ma-

domain AR1 [9] trix whose entries are zero-mean and with varia%,
5 where D represents the channel quantization distortion con-
Hpyn = opHyno1+ /1 — oWy, 4)  straint.

where W, is a complex white noise variable, which is in- The differential feedback is under consideration as shown
dependent offl 1, with variances?. The p:'slrameteaf in Fig.[d. We can use the previous CSI to forecast the present
m,n—1, . . .
determines the correlation between the subchannels, vigicleS' Hm.» at the transmitter
i C— g - 1 i N
given by ay = ry[l] = oA where A is the root = a1Ho 10+ asHp o1, @)
mean square delay spread([12]. . )
wherea; anday are the coefficients of the channel predictor

which will be calculated by using the minimum mean square
B. Differential Feedback Model error (MMSE) principle in the next section. Meanwhile, the
The system model with differential feedback is illustrateteceiver calculates the differential CSl, given the prasio
in Fig.[. By using differential feedback scheme, the reseivones. The differential CSI can be formulated as
just feeds back the differential CSI.

Hd = Diff (Hm,n|Hm—1,n7 Hm,n—l) 5 (8)
H,, whereH, represents the differential CSI which obviously is
S| Adaptive |X| MWIMO doubly | s the prediction error, andif f (-) is the differential function.
" techniques| | Msfnlfcilg‘;em Detector  —» Then through limited feedback chann#l,; should be quan-
“““““ - tized and fed back.
i, E—— Finally, The CSI reconstruptgd by compining the differahti
estimation " Hona one and the channel prediction is utilized by the channel
Cs1 adaptive techniques. In this paper, we adopt the watengilli
reconstruction - - precoder, however, the analysis and conclusions givenisn th
Differential . . .
encoding paper are also valid for other adaptive techniques.
B H,, |H,, .H,,, _ The channel quantization matrix is decomposedias,, =
H, l I Uuxv-+ using singular value decomposition (SVD) at the
Limited i, 4 transmitter.U and V are unitary matrixes, an& is a non-
feedback Quantization negative diagonal matrix composed of eigenvalue¥lof .
channel With the water-filling precoder, the closed-loop capacdn ¢

be obtained as [13]=[15]
Fig. 1. System model of the differential feedback over MIM©ubly

selective fading channel Cem =F [10g det (INT +J-J* (F_l))] ’ (9)



whereJ = H,,, ,VZ, J. = E,,,2VZ, andF = —;Iy, + Substituting[(Il1) and{16) int@(1L3), we obtain
E[J.JF|J], where A represents the amplitude of signal sym-

bol, andZ denotes a diagonal matrix determined by water- _ ﬁ

filling [T3][15] R =N,Nilog < 4 ) (17)
52 { fi—(3,A%) Y AR >t From [I7), the feedback rate required for the non-
’ 0, otherwise (10) differential feedback is very large. Nevertheless, by aypl

ing the temporal and spectral correlations, we can use the

differential feedback scheme to reduce the feedback bits
- . = significantly. The transmitter can predict the presentHSJ ,,

where;;,i = 1,2,..., \; are the entries ok, /i denotes a depending on the previous ones in time domHip,_; ,, and

cut-off value chosen to meet the power constraint. frequency domairkl Then. the receiver quantizas
It is obvious from [(®) that the closed-loop ergodic capacity q y m—1n: ’ 9 d

. . — ..~ jor equivalently, the error of the channel prediction, apelds
IS detgrmlned byHL.,, , and H’”’."’ e}nd the loss of capacn-y back to the transmitter. Finally, the transmitter recans the
is mainly caused by the quantization error. Therefore, mgiv

o : S| by both the channel prediction and the differential GSI.
the limited feedback channel, the capacity can be enhanced . ) :
. . . 2°~"Is obvious that the more accurate the channel is predidted, t
exploiting the channel correlations to reduce the quatitiaa o .
error. less bits is fed back from the receiver. &6,,_1 ,,, Hp, n—1

and H,,, , are correlated, an MMSE channel predictor can
be constructed a$](7), where the coefficiemtsand a, are

selected to minimize
In this section, exploiting the temporal and spectral corre

Ny
3 22A% = N, A% power constraint
i=1

IIl. MINIMAL DIFFERENTIAL FEEDBACK RATE

R 2
lations, we study the minimal feedback rate that denotes the MSE (a1,a2) =EHpn — Hpy | - (18)
minimal feedback bits required per block to preserve themiv

channel quantization distortion. The MSE represents the statistical difference between the

We first describe the feedback rate using normal quantiz@[’edicted value and the true one. We can obtain the minimized
tion. Without differential feedback scheme, the receiasrds quantization bits by minimizing the MSE.
back H,, ,, to the transmitter. The information entropy of a We can rewriteH,,, ,, as

Gaussian variablé( with variances? is represented a5 [116] N
Hm,n = Hm,n + Hd = alefl,n + a2Hm,n71 + Hd7 (19)

1
h(X) = = log2meo?. 11
(X) 2 0§ cmea (11) whereH, is the differential feedback load to minimize. By

Thus, the feedback load has positive relation wih. the orthogonality principle [17]a., a, are determined by

Furthermore, taking quantization of the channel matrig int

. . . . E Hmn_ Hmf n Hmnf Hmf N =0

consideration, the feedback rate is determined by the rate{ ]E{EH = —ZlH 1, —ZQH , 1;H 1, }:0
distortion theory of continuous-amplitude sourdes [16] o SRR m e T B2 Emon =) R mon = (20)

R=inf {I (Hpn; Hpy) : E[d(Hpp; Hyn)] < DY, Since the entries oH,, ,,H,,_1,n,Hy, n—1 are ii.d. com-

’ ’ ’ R (12) Plex Gaussian variables, the orthogonality principle can b

whereinf{-} denotes infimum function] (L, ; Fi,,, ,) de- rewritten as
notes the mutual information betweé#,, ,, and H,, ,,, and { E[(Hppn — a1Hpm—1.0 — asHpmn—1) Hy1.0] =0

d(Hpn;Hpg) = ||Hpn — I_{,,MH2 denotes the channel E[(Hmn — 01 Hm-1n — @3Hpn-1) Hypp_1] = 0
quantization distortion which is constrained by (21)
Since the entries oH and H are i.i.d. complex GaussianMoreover, the one-dimensional frequency response of the
variables, the feedback rate can be written as channel can be represented as
R = inf {NtNTI (Hm,n; ﬁm,n) : E[d(Hmvn’ ﬁm,n)] < d} ) Hm,n = Am,n + Hd = ale—l,n + a2Hm,n—1 + Hd, (22)
(13) .
whered = MLN is the one-dimensional average channel quawhere H,, ., Hy .y Hi—1n, Hpmn—1 and Hy represent the

tization distortion.H,, ,, and H,,,, represent the entries ofcorresponding entries.
H,, ., H,, ., respectively. Also, fron{{6) the one-dimensional Direct calculation shows thaf (1) is equivalent to

h I tization i itt
channel quantization is wr[ en as v [1,0] = a1rs [0,0] — agrw [1,1] = 0 3
Hm,n = Hpmn+ Em_’n. (14) TH [O, 1] — a1TH [1, 1] — a2’y [O, 0] =0
The mutual information can be written as With the separation property of the correlations of the clehn

= B - frequency responsEl(2), and combining0] =, [0] = 1 and
T (Hnns Homn) = o (Hono) = B (Hono [ ) - (U8) = 0 07— o @3) can be simplified by
Combining [(T4), [(Ib) can be rewritten as

B a10%1 + agatafaff — OétO'%I =0 (24)

aloztosz%I + agcrlzq — ozfcr}zq =0



From [24),a:, ao are given by A. MSE of the predictor and Minimal Differential Feedback

5 Rate
ar(1-a3)
a1 1—afa? (25) For simplicity and without loss of generality, we consider
4y = af(lzazf) N, = N; =2, ando? = 1. Fig.[2 presents the MSE between
l—ajay the predicted value and the true value. As the temporal ar-spe
Combing [25) and[{22), the one-dimensional MSE of th&al correlation increases, the MSE decreases. Furthesmor
channel estimator is when eithera; or oy comes to one, the MSE tends to zero.

MSE = Var (Hy) = o3 (1 — a® — a3 — 2a1az04007) . (26)

Finally, the channel estimatd,,, ,, is given by ! 09
0.8

. Qi (1 - 04?’) ar (1 —a? o8

Hm,n = 1ﬁ]}lrn—l,n""%an,n—l' (27) 0.7

—apay —apag o

And combining [(19) and (27}, ,, is given by os

oy (1 - a}) o (1—a2 0.4

Hm,n = ﬁHm—l,n + f(iggt)Hm,n—l + Hd- 03

l—atozf l—ataf
(28) 0.2

Then, through the feedback channel, the error of the chann
predictor H; can be fed back from the transmitter to the
receiver. Similarly, from[(T]1), the feedback load is paositi
related with Var(Hy) = o% (1 - af — a3 — 2a1a2ato¢f).
Becauseag/ff <0, 8(19\/;st < 0, the feedback load can berig. 2. The MSE of the predictor at the transmiter, . = 2, N; =
much smaller thar?, the non-differential one, especially? % = 1andD = 0.1.

when the channel is highly correlated. For example, given _ ) ) . e
ai > 0.75, ay > 0.75, then MSE|, o5 oys0ms < Fig.[d plots the relationship between the minimal differ@int

feedback rate and the two-dimensional correlations with th
1\/[SEJ|OQ:O,757 af:0.75 - 0280'%{

From [28), taking quantization impact into consideratiorﬁ:]arl\]/lngllzql;]antlzatlolzr.]g%;togtloﬁ ~ Otl Itis \f[e?;] similar tol bit
the minimal differential feedback rate over doubly selerti € shown in ™ » DEcause It presents the minimat bits

fading channels can be calculated by the rate distortiooryhe required to quantize the differential CSI.
of continuous-amplitude sources in a similar way.

2 d Var(H
R:NTNtlog{a%_Fa%_i_ alazgtaf N ar ( d)}

O

, 15

(29)
where the channel predictor coefficients a, are determined o

(1—a3 1—af
by a; = %«fz’;) anday = %%\Z;) The average power

of Hy is Var (Hy) = 0% (1 — af —a% — 2a1a2ataf). The
detailed derivation is given in Appendix A.

The above expression gives the minimal differential feed-
back rate simultaneously utilizing the temporal and spéctr
correlations. From{{29), the minimal differential feedbaate
is a function ofa,, ay and the channel quantization distortion
d, and much smaller than that of the non-differential dné .(17)

Minimum feedback rate (bits)

IV. SIMULATION RESULTS AND DISCUSSION

In this section, we first provide the relationship between
t.he M.SE .Of the pred|c_tc_)r and.the two-dlmen5|onal Corr6|ia-}g. 3. The minimal differential feedback rate, . = 2, Ny = 2,02, = 1
tions in Fig.[2. The minimal differential feedback rate oveg,gp — 1. H
MIMO doubly selective fading channels is given in Fid. 3.

Then, a longitudinal section of Fidl 3 is presented, where Additionally, becausey, and oy could be any value, we
we assume the temporal correlation and spectral correl&tio provide one of the longitudinal section of Hig. 3 where tha-te
equal. Finally, we verify our theoretical results by a pigalt poral correlation is equal to the spectral correlation ig. B.
differential feedback system with water-filling precoderda For comparison, the differential feedback compressiory onl
Lloyd’s quantization algorithn [18]. using one-dimensional correlation and the non-diffeednti



feedback scheme are also included in [Elg. 4. It is observe
from Fig.[4 that the scheme using both temporal and spectr:
correlations is always better than the scheme using onl 87
one-dimensional correlation. As the correlations inceedise a6l
two-dimensional differential feedback compression eithih
significant improvement compared to one-dimensional one
This performance advantage even reaches ug76 with

ap = ayp = 0.95.

IS
T

Capacity (bps/Hz)

w
©
T

15g¢ :

w
>

o = © = Theoretical, two-dimensional
—#— Lloyd, two—dimensional
= © = Theoretical, one-dimensional
—4¢— Lloyd, one dimensional

T

w
~
T

w
N

5 10 15
Feedback rate (bits per block)

=
o
T

Fig. 5. The relationship between the ergodic capacity aadiack rate with
Lloyd's algorithm in AR1 model forN, = 2, Ny = 2,0% = 1 and SNR

Minimum feedback rate (bits)

= 5dB.
sl
—— Non—diferential foedbacK As shown in Fidg.b, with the increase of feedback rate
o e the ergodic capacities increase rapidly wheis small, and
. -Temporalandspectial | then slow down in the largkregion, because whehnis large
0 01 02 03 04 05 06 07 08 09 enough, the quantization errors tend to zero. Also, thea@apa

tf

ties of Lloyd’s quantization are lower than the theoretmags.
Fig. 4. The relationship between the minimal feedback raig temporal The r,easons are as fOllO\{VS.. The Lloyd's _algorlthm IS (_)ptlmal
and spectral correlations, when they are equal Ner= 2, Ny = 2,0%, = 1 only in the sense of minimizing a variable’s quantization
andD = 0.1. error, but not in data sequence compression while the channe
coefficient H is correlated in both temporal and spectral
domain. However, the imperfection reduces taincreases,
B. Differential Feedback System with Lloyd’s Algorithm because the quantization errors of both Lloyd’s algorithmd a

In this subsection, we consider the temporal correlati&ﬂeoretical results tend to zero with sufficient feedbadk hi

a; = 0.9, with carrier frequency2 GHz, the normalized V. CONCLUSIONS
Doppler shift f; = 100 Hz and spectral correlation; = 0.9,

with A = 8us, which is a reasonable assumptioni[12]. we.
design a differential feedback system using Lloyd’s quant&O
zation algorithm to verify our theoretical results [18]. W%vi
use Diff (Hm,n|Hm—l,nHm,n—1) = Hm,n - ale—l,n

In this paper, we have designed a differential feedback
heme making full use of both the temporal and spectral
rrelation and compared the performance with the scheme
thout differential feedback. We have derived the minimal
.y  differential feedback rate for our proposed scheme. Thd-fee

. . . 1—
azH, »—1 as a differential function, where; = “{Ea—?jg back rate to preserve the given channel quantization diistor
_as(1-a}) . 4 . . . is significantly small compared to non-differential one tlas
@2 = 1-aja} in the two-dimensional differential feedbaCkchannel is highly correlated in both temporal and spectral

compression and, = a, az = 0 in the one-dimensional one. yomain. Finally, we provide simulations to verify our arsity
The feedback steps can be summarized as follows. Firstly,

based on Lloyd's quantization algorithm, the channel code- APPENDIXA
book can be generated according to the statistics of tH2ERIVATION OF THE MINIMAL DIFFERENTIAL FEEDBACK
corresponding differential feedback load at both tranwmit RATE USING TEMPORAL AND SPECTRAL CORRELATIONS

and receiver. Secondly, the receiver calculates the currenThe minimal differential feedback rate over MIMO doubly
differential CSIH,. Thirdly, the differential CSI is quantized selective fading channel can also be derived by the rate dis-
to the optimal coodbook valuH,; according to the Euclidean tortion theory. GiverH,, ; , andH,, ,,_; at the transmitter,
distance. Finally, the transmitter reconstructs the chbguan- the differential feedback rate can be represented as

tization matrix byH,, , = a1Hp,—1, + a2Hyp, -1 + Hy. i - _ _ =
In Fig.[H, we give the simulation results of the ergodic caR_lnf{I (Hm-r"’Hm-r"'Hm*lv”’H“vnfl)'E[d(H"v”’Hm-r")} S(Z%)')

pacity employing Lloyd’s algorithm. The theoretical cajac . . . . .

results are also provided in Fig. 5. We can see fronlFig.5 thsollpce the_entrles are i.i.d. complex Gaussian variabled, (3
the performance of the two-dimensional one are always bettd" be written as

than the one-dimensional one, which verifies our theoreticar=inf {I( Hy»;Hmn|Hm—1,0, Hin—1):E[d(Him g Hon) | <D}
analysis. (31)



The one-dimensional channel quantization equality can Bebstituting [(4ll) into[(38), we obtain

written as
Var (a1Em—1n + a2Emn_1+ Hg) = a%d + a%d (42)
Hmfl.,n - Hmfl.,n + Emfl,n + 2 + 2 d2
Hm,n—l = _m,n—l + Em,n—l- (32) UHd e 0.121[ s
Similarly, @) ylelds From @), m) andﬂ-Z), it ylelds that
2ara00p0¢d  Var (H,
Hm,n = ale—17n+a2Hm,n—l +Hd7 (33) R = NTNthg{a% +a§+ - §2t ! CE d)} )
H
where g; = 20528 2(1-%) " The conditional 1—a2 1—a2 43)
% = 1_-01?0[2 y A2 - ljafaf, " where a; = _altgg;zg)’ as = 70‘{7(0;35) and Var (Hd) =
mutual information I(Hy, »; B n|Hm—1,n, Hm.n-1) can be 5 o 85
written as o (1 —a; —a;— 2a1a2atozf).

I(Hm,n;Hm,n|Hmfl,n7 Hm.,nfl) =h (Hm,n|Hm71,n7Hm,n71)
(34)

[1]
_h(Hm,nlﬁm,naE[m—l,nagm,n—l)-
First, we calculatei (Hy,,n |Hm—1,n, Hm.n—1). Substituting (2]
(32) into [33), it yields that
_ _ [3]
Hm,n:al (Hmfl,n‘FEmfl,n)+a2(Hm.,n71+Em,n71)+Hd-
(35) [4]
Substituting [(3b) into[(34), we obtain
_ _ [5]
I:h(alE —1,n+a2Em,n—1+Hd)_h(Em,n|H —l,naHm,n—l) .
B B (36) (6]
Considering inequalitys (Ey, p| Hy—1,n:Himn1) < h(Em,n)
(38) can be written as -

I Z h (alEm,l_,n + CLQEm_’nfl —+ Hd) — h (Em,n) . (37)

Since E,,_1 ., Emnn—1 and H; are complex Gaussian[s]
variables, and the information entropy of a Gaussian viasab
with varianceo? is h (X) = 3log2mec?, we calculate the

variance of(ay Em—1,n + a2Em n—1 + Ha) (9]

Var (a1Em—1n + a2Emn_1+ Hg) = a%d + a%d
+Var (Hdz) + 2a1a27 (Bm—1,n, Emn—1)-

(38)
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