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Abstract. The characterization of acoustic sources is of great interest in many industrial
applications, in particular for the aeronautic or automotive industry for the development
of new products. While localization of sources using observations from a wind tunnel is
a well-known subject, the characterization and separation of the sources still needs to be
explored. We present here a Bayesian approach for sources separation. Two prior modeling
of the sources are considered: a sparsity inducing prior in the frequency domain and an auto-
regressive model in the time domain. The proposed methods are evaluated on synthetic data
simulating noise sources emitting from an airfoil inside a wind tunnel.
Keywords: Bayesian Source Separation, Joint Maximum A Posteriori (JMAP), Sparsity,
Auto-regressive prior, Windtunnel.

INTRODUCTION

The characterization of acoustic sources is of great interest in numerous aero-
acoustic applications. In particular, the prediction of positions and absolute power
levels is an important challenge for the aeronautic industry during the development
of a new aircraft, mainly to reduce annoying noises around airports and in urban
areas. The problem of discovering the location of noise sources and estimating
the power levels has been efficiently solved using deconvolution based methods
[1, 2] but the characterization and separation of the noise sources is still an open
problem. This characterization in the time domain is very important as it would
allow a better understanding of the physical processes generating the noise.

Previous studies on airfoils using acoustic imaging techniques have shown that
the main source of interest is localized on the trailing edge of the airfoil. We use
here experimental data collected inside the anechoic wind tunnel Cepra 19 on a
NACA12 profile ( FIGURE 1). Using the prior knowledge on the position of the
noise source of interest, the airfoil has been equipped with pressure sensors on the
trailing edge: due to their position, these sensors are sensitive both to the noise
generated locally by the narrow band sources and by the air flow noise inside the
tunnel. The objective of this study is to separate the noise emitted from the trailing
edge of the airfoil from the other noise sources which are not of interest to us.



FIGURE 1. Position of airfoil pressure sensors inside the wind tunnel

Difficulties arise since the power level of the not interesting aero-acoustic noises is
much higher than the power level from the trailing edge source (40dB between the
two sources). Fortunately there is some physical prior knowledge available to ease
the separation: the interest source is supposed to be stationary and to have a sparse
and unimodal frequency distribution. In order to exploit this prior knowledge, we
use a classical Bayesian approach for source separation. Thus, the physical prior
on the distribution of frequencies is translated into a sparsity inducing prior. The
first possible approach is to work directly in the frequency domain, using a heavy-
tail prior distribution such as the Laplace distribution or the generalized Gaussian
distribution. The other choice is to put an indirect constraint on the spectrum with
an auto-regressive prior in the temporal domain. Parameters of this auto-regressive
model can be chosen (or learned as hyper-parameters) in order to impose a narrow
band. In both cases, the solution of the Maximum A Posteriori (MAP) problem is
numerically computed using a joint maximization method.

This article is organized as follows: the first section describes the physical setup
along with its model; the second section presents the Bayesian methods and
algorithms used; the last section validates our proposed methods on a simulated
dataset.

PHYSICAL SETUP

Wind tunnel

A schematic view of the studied airfoil and of the microphones is presented in
FIGURE 2. The airfoil is instrumented with two sets of microphones: a first one
is longitudinal to the air flow (at the middle of the airfoil) and the second one
is transverse, along the trailing edge. In both cases, the sensors are separated by
4.5mm. The very low distance between sensors, compared to the wavelength of the
studied signal (between 0 and 5kHz), allows us to ignore propagation delays.

The spectrum of two observations from real data is shown in FIGURE 3: a
first sample comes from a microphone outside the airflow and a second one comes
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FIGURE 2. Details of the sensor position on the airfoil

0 1 2 3 4 5

Frequency (kHz)

40

50

60

70

80

90

100

d
B Frequency peakFrequency peak

FIGURE 3. Acoustic noise received by microphones on the airfoil (top) and outside the airflow
(bottom). In both cases the peak from the narrow band source is visible.

from a microphone on the airfoil. In both cases, the narrow band interesting signal
is clearly visible around 2800Hz. We can also notice that the microphone inside
the airflow hear the acoustic noise (peak 0 and 1000Hz) from the wind inside the
tunnel, contrary to the sensor outside the flow.



Forward model

The acoustic signal received by the microphone m at time t is the mixture of
the large band source s1 and the narrow band source s2:

xm(t) = am1s1(t) +am2s2(t) + em(t) for m ∈ [1 . . .M ] (1)

where em(t) represents the modeling and measurement errors and am1,am2 are the
mixing coefficients.

Putting xm(t) for m ∈ [1 . . .M ] and t ∈ [1 . . .T ] in the matrix X, the mixing
coefficient am1 (resp. am2) in the column vector A1 (resp. A2), the source samples
s1(t) (resp. s2(t)) in the row vector S1 (resp. S2) and the error terms em(t) in the
matrix E, the forward model can be written in matrix form as:

X = A1S1 + A2S2 +E (2)

We can also write the mixing relation in the frequencies space:

xm(ν) = am1s1(ν) +am2s2(ν) + em(ν) (3)

which can be also written in matrix form as:

X = A1S1 + A2S2 + E (4)

The forward model will be used in one version or another depending on the prior
knowledge modeling: with the sparsity inducing prior the frequential version must
be used and with the AR(2) model, the temporal version is needed.

In both cases, the error term E is supposed to be a white zero-mean Gaussian
distribution.

BAYESIAN SOURCE SEPARATION

Posterior probability

Using the previously described forward model, we can write the posterior prob-
ability as:

p(A,S1,S2|X, θ)∝ p(X|A,S1,S2, θE) p(A|θA) p(S1|θ1) p(S2|θ2) (5)

where
• θ = (θE , θA, θ1, θ2) is the vector of hyper-parameters,



• p(A|θA) is the prior probability for the mixing matrix,
• p(S1|θ1) is the prior probability for the source S1,
• and p(S2|θ2) is the prior probability for the source S2.
In order to focus on the modeling of the prior and to simplify the algorithms,

we assume in a first step that the hyper-parameters are known or fixed a priori.
A further refinement of the method would be to assign prior probabilities to the
hyper-parameters in order to estimate them automatically (for all parameters or
only a subset of them).

Assigning a zero-mean separable Gaussian probability law to the error term E
and using the forward model, we get:

p(X|A,S, θE)∝ exp
(
− 1

2σ2
E

‖X−AS‖22

)
(6)

We also assign a zero-mean separable Gaussian probability law to the elements
of the mixing matrix A:

p(A, θA)∝ exp
(
− 1

2σ2
A

‖A‖22

)
(7)

For the source S1, we also use a zero-mean Gaussian distribution:

p(S1, θS1)∝ exp
(
− 1

2σ2
S1

‖S1‖22

)
(8)

The priors for the sparse source S2 are discussed in the next section.

Sparsity inducing priors

In order to model the prior knowledge about the sparsity of the trailing edge
source, we can either work in the frequency domain, by directly imposing a sparsity
constraint on the distribution of frequencies, or work in the time domain, using an
indirect constraint to enforce the band limitedness of the frequencies.

Laplace prior

For the sparsity constraint in the frequency domain, we will use a heavy-tailed
distribution such as the Laplace distribution. We thus have the following prior for
the S2 source:

p(S2)∝exp(−α2 ‖S2‖1) (9)



where ‖·‖1 denotes the L1 norm: ‖M‖1 = ∑
ij |mij |. The use of the L1 norm will

impose the sparsity of the signal [3] in the frequency domain but may not produce
a narrow band signal (since there is no constraint on the position of the null
coefficients). We will see in the experimental part that this is still sufficient to
produce a unique frequency peak on our simulated data.

Auto-regressive prior

Another choice is to remain in the time domain by using an auto-regressive
model of order 2 (AR(2)) for the source S2, which imposes a linear relationship
between the signal at time t and its previous values:

S2(t) = φ1S2(t−1) +φ2S2(t−2) + e(t) (10)

where S2(t) denotes the coefficient of index t in the vector S2 and e(t) is the
innovation at each time t and follows a centered Gaussian law:

p(e(t), θA) =∝ exp
(
− 1

2σ2
e
‖e(t)‖22

)
(11)

Using the two hyper-parameters φ1 and φ2 we can control the shape of the
spectrum of the source S2, since the spectrum of an auto-regressive signal is given
by the transfer function H of the associated auto-regressive filter:

H(ω) = 1
|1−φ1 ∗ e−i∗ω−φ2 ∗ e−2i∗ω|2

(12)

The probability of the sources at time t (for t > 2) given sources at time t− 1
and t−2 is given by:

p(S2(t)|S2(t−1),S2(t−2), θ2) =p(S2(t)−φ1S2(t−1)−φ2S2(t−2)|θ2) (13)
=N

(
φ1S2(t−1) +φ2S2(t−2),σ2

2
)

(14)

Using the chain rule, we decompose the prior for S2:

p(S2, θ2) = p(S2(1) . . .S2(T ), θ2) (15)

=
T−2∏

k=0
p(S2(T −k)|S2(T −k−1),S2(T −k−2), θ2)


p(S2(2)|S2(1), θ2)p(S2(1)|θ2) (16)



where p(S2(2)|S2(1), θ2) = N
(
φ1S2(1),σ2

2
)
, p(S2(1)|θ2) = N

(
0,σ2

2
)
, θ2 =

(φ1,φ2,σ2
2).

p(S2|θ2)∝ exp
(
− 1

2σ2
2

(
‖S2(1)‖22 +‖S2(2)−φ1S2(1)‖22 (17)

+
T∑

k=2
‖S2(k)−φ1S2(k−1)−φ2S2(k−2)‖22

))
(18)

With this prior, the precise structure of the frequencies of the trailing edge source
S2 is constrained but in the other hand, there are more parameters to fix or to learn
(φ1, φ2 and σ2 while there is just α2 for the Laplace distribution).

Algorithms

In both case, we use a classical Maximum A Posteriori to look for the solutions
Ŝ, Ŝ1 and Ŝ2 by minimizing the following cost function:

J(A,S) =− log
(
p(X|A,S1,S2,σ

2
E)p(A,σ2

A)p(S1,σ
2
1)p(S2, θ2)

)
(19)

= 1
2σ2

E

‖X−A1S1−A2S2‖22 + 1
2σ2

A

‖A‖22 + 1
2σ2

1
‖S1‖22 + Ω(S2, θ2) (20)

Depending on the precise choice of the prior probabilities p(S2, θ2), the Ω(S2, θ2)
term of the function J will take different forms but the general scheme will be the
same for all the algorithms. Since there is no closed-form for the global minimizer of
the previous criterion, we will use an alternative minimization iterative procedure
to estimate the solution. Each iteration is made of three steps:

• estimation of A with known (S1,S2);
• estimation of S1 with known A and S2;
• estimation of S2 with known A and S1.
The first two steps can be solved in closed-form but this is not the case for the

third step. We thus need some numerical optimization schemes depending on the
prior chosen.

For the Laplace prior, the optimization problem can be solved by a LASSO
algorithm [4] which can be written as:

J(A,S1,S2) = 1
2σ2

E

‖X−A1S1−A2S2‖22 + 1
2σ2

A

‖A‖22 + 1
2σ2

1
‖S1‖22 +α2 ‖S2‖1

(21)

Due to the temporal dependency for the AR(2) prior, we cannot get a global
solution for the matrix S2 and need to do the estimation for each column of the



TABLE 1. Computation time
(mean on 10 runs)
Prior Time
Gaussian 0.016s
AR2 prior 2.5s
Laplace prior 130s

matrix (representing the time). The cost function for the estimation of the source
at time t (and by removing terms which do not depend on S2) can be written as

J(S2(t)) = 1
2σ2

E

‖X(t)−A1S1(t)−A2S2(t)‖22 + 1
2σ2

2
‖S2(t)−φ1S2(t−1)−φ2S2(t−2)‖22

(22)

The minimizer of the previous criterion, for a fixed t, is known in closed-form
since it is simply a Tikhonov regularization problem [5].

EXPERIMENTAL RESULTS

We present here experiments on simulated data. Three different algorithms are
used: the first one, taken as a reference, uses a simple Gaussian prior model for the
trailing edge source; the second one uses the Laplace prior and the last one uses
the AR(2) prior (all results presented here are computed on a 4 cores Intel Core
i5-3570 CPU with 8Gb memory running Matlab r2013a, all the LASSO problems
are solved using the built-in lasso Matlab function).

Our simulation follows the experimental setup as described previously: two
sources, a large band source on the airfoil and a narrow band source on the trailing
edge, two sets of sensors, a first set which is longitudinal to the airflow and a second
set on the trailing edge. The narrow band source is produced from a white noise
filtered by an order 8 Butterworth filter centered between 2400Hz and 3100Hz and
the signal for the large band source is directly taken from the signal received by
the longitudinal microphone which is the farthest from the trailing edge (since
it does not hear at all the narrow band source). We have a power ratio of 40dB
between the two sources, and an additive white noise of 20dB is added. For these
experiments, we generate 10 blocks of 2048 points. FIGURE 4 presents the spectra
of two sensors (one from the longitudinal set and another one from the transverse
set, see FIGURE 2 for exact sensors position), and we need to increase the power
ration between sources to 0dB in order to make the power peak visible on the
spectrum from the transverse sensor (FIGURE 4, sensor T02).

We see on FIGURE 5 that the two algorithms with a sparsity constraint (5c and
5d) are able to recover the sources signal in a satisfactory way: both the position
of the power peak (around 2800Hz) and the power ratio between large and narrow
band sources (40dB) are recovered successfully. Not surprisingly, the Gaussian prior
is completely inefficient, confirming the need for sparsity inducing priors for the
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FIGURE 4. Spectrum of the mixture received by a longitudinal sensor (sensor L01) and a
transverse sensor (sensor T02)
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FIGURE 5. Truth and reconstructed spectra (large band source in blue, narrow band source in
green, mean on 10 runs)



trailing edge source. It is also interesting to notice that although the Laplace prior
does not constraint the power distribution to be unimodal, we still retrieve a unique
peak.

The main difference between the two sparsity constraining methods can be seen
in TABLE 1. The Maximum A Posteriori problem with the Laplace prior is much
more difficult than the one with the AR(2) prior since we need to solve a LASSO
problem which is more computationally demanding than directly applying the
formulas for the AR(2) prior.

CONCLUSION

We presented a preliminary study about time domain source separation for wind
tunnel observations. The first method, using a Laplace prior, works in the frequency
domain and imposes only the sparsity of the spectrum. The second method, using
an auto-regressive model, works in the time domain but puts more constraints on
the shape of the spectrum (not only sparse, but also unimodal). Both methods are
efficient on the simulated data but the algorithm using the auto-regressive prior is
much faster than the one using the Laplace prior.

More work is needed to apply these methods on the real dataset: we will have
to improve our simulation by using more trailing edge sources (instead of a unique
one) and by taking into account in our Bayesian approach the decorrelation which
will appear between the signals heard by the sensors.
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