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Application to Power Grid Networks
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Abstract—Based on recent works on asynchronous versions
of the distributed Alternating Direction Method of Multipliers
(ADMM) algorithm, we develop and prove the convergence
of a distributed asynchronous method for Production-Sharing
Problems over networks. The asynchronous nature of the al-
gorithm allows both for the relaxation of the synchronization
constraint often inherent to distributed ADMM-based methods
and distributed optimization methods at large, but also allows
for random local failures to occur in fully centralized methods.
These two considerations motivate the application of the method
to the Direct-Current Optimal Power Flow (DC-OPF) problem
in power transmission networks. Applied to the DC-OPF, this
method leads to an overall network optimal production obtained
through a sequence of local computations in subareas of the
network (each area waking up randomly while the rest of the
network is non-operational) and neighboring data exchanges. In
another scenario, the DC-OPF is performed via iterations of a
centralized network-wide ADMM method which may contain dis-
connected nodes (in general with low probability and for a short
duration). In both cases, this method still converges and thus
provides additional flexibility to classical DC-OPF algorithms.
The proposed algorithm, inherently designed for networks of
overlapping subareas, is then extended to networks of non-
overlapping areas. Simulations are carried out on the IEEE-30
and IEEE-118 bus test systems which illustrate the convergence,
scalability and effectiveness of the proposed algorithms.

Index Terms—Convex optimization of large scale problems,
ADMM, randomized methods, smart grids, flow calculations,
distributed control.

I. INTRODUCTION

One of the salient features of power transmission systems
is their ability to ensure an optimal transmission throughout
the power grid of generated powers at a low economical
cost. This naturally leads to the so-called Optimal Power
Flow [2] problem, widely studied up until very recently with
the emergence of the smart-grid paradigm, see e.g., [3]–[6]
for recent works. This problem can be generally cast as that
of finding an operational point leading to the least global
generation cost subject to power flow equations (such as
Kirchhoff and Ohm’s laws) and other operational constraints
[7]. The physical constraints make the problem nonlinear and
non-convex [8], but as far as power transmission is concerned
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Siguerdidjane is with the Automatic and Control Department, Supélec, Gif-
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linear approximations are considered accurate and significantly
simplify the problem [6].

Our focus is here on the Direct-Current Optimal Power Flow
(DC-OPF) problem, which is a linear DC approximation of the
original OPF problem [2]. In the DC-OPF formulation, voltage
angles differences are considered close to zero and voltage
magnitudes are fixed.1 Embracing the smart-grid paradigm,
we seek here to minimize the power generation cost of the
grid while taking advantage of its advanced communication
characteristics [2], [11]. A classical method to solve problems
of the OPF class relies on a central fusion center which collects
data from all the network agents and centrally evaluates the
optimal system parameters before communicating these values
to the corresponding agents [12]. However, on the one hand,
this centralized optimization method is rather prohibitive in
large-scale and sparse networks due to the communication
burden and the delay induced by the required computations
and communication [12], [13]. On the other hand, the privacy
concerns of the end users or the grid owners in case of
network with multiple authorities, and the recent tendency
toward multinational electricity markets, make it impossible
to efficiently implement the centralized optimization scheme.
Besides, several security issues such as single point of failure,
bottleneck and agreement on decisions, may arise in case of
centralized optimization [12], [14].

To reduce the computational burden and the inherent
weakness of a single centralized computation unit, one may
leverage on the presence of independent processors in each
component of the power grid [13] to increase the available
computational capacity. This implies having a distributed
computing platform, which naturally calls for the intervention
of distributed optimization approaches in order to solve the
management problems in the power grid. This distributed
scheme is specifically preferred when power sources are
located at different parts of a large network while being
under the control of multiple companies or authorities. We
thus aim here to solve the DC-OPF problem by using several
processors distributed all over the network. Distributed DC-
OPF approaches where multi-utility transmission systems are
divided into autonomously managed area were proposed in
[15], [16] and in references therein. The distributed computa-
tion is a preferable approach that helps in reducing the data
exchange overhead and the processing time, leading to a smart
optimization of the power system. The pioneering work of

1Although the DC-OPF constitutes a simplified version of the OPF, it is
used by several North American Independent System Operators (ISO) for
day-to-day operation [3], [9], [10].
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Tsitsiklis and Bertsekas [17], [18] in this field has led to
extensive studies on distributed optimization techniques and
several methods were developed to solve various optimization
problems in a distributed manner [19], [20].

Several methods can be used to perform distributed op-
timization, either in a sequential or in a parallel manner,
such as Lagrangian relaxation [21], augmented Lagrangian
[15], approximate Newton directions in conjunction with stan-
dard Lagrangian [16], [22] as well as the auxiliary problem
principle [23]. These methods are however computationally
cumbersome [24], [25] as they share the same synchronization
that ties the different areas and demand strong coordination
(each area optimizes its variables in every iteration and com-
municates with its adjacent areas before moving to another
iteration). The synchronous burden tends to cause degradation
in performance mainly because of the inherent communication
overhead and the idle processing time [26]. Among those
methods, the technique known as the Alternating Direction
Method of Multipliers (ADMM), while sharing the same per-
formance limitations, has the advantage of converging faster
than the aforementioned methods [27], [28], of being easier
to implement, and of requiring less time and computational
capacity at each processor. The structure of the iterations
in this method makes their distribution among the existing
processors easier than the previously mentioned methods [28].

Recently [29] proposed a fully asynchronous distributed
version of the ADMM that is applied sequentially by randomly
selecting overlapping areas of the network, the union of which
covers the whole network. Despite the asynchrony, by relying
on a careful analysis of the proximal splitting method [27]
of which the ADMM is a special instance, it is proved that
such an algorithm converges. As opposed to [29], which
was not designed for DC-OPF problems specifically, in the
present article, we additionally consider that the problem under
study (being DC-OPF compliant) is such that the optimization
variables are spread across the network (instead of being
shared among the nodes) and that these variables have to
satisfy some additional box constraints. In power grid terms,
the power generated in the network are local quantities only
bounded to an indirect user satisfaction constraint, and must be
such that maximal capacities of power lines are not exceeded.
In [29] the distributed agents seek to find consensus on an
(unconstrained) unique parameter minimizing a node-wise
aggregate cost. As such, although closely related, our problem
formulation differs from [29]. We formulate the problem in a
more generic form than the DC-OPF, the Production-Sharing
Problem. Each agent has a production ability at a certain cost
and can exchange its resources with its neighbors through
the links connecting them. This generic formulation makes
it applicable to problems involving distributed computations
other than power systems (please refer to [30] for an example).
Because imposing overlapping areas in a power network
structure may lead to practical management problems, inspired
by the method of passing adjacent variables [31] that allows
to convert networks of non-overlapping and independent areas
into a network of overlapping areas, we extend the approach
from [29] to cover this context.

The rest of the article is organized as follows. Section II
defines the convex optimization problem with linear con-
straints for which we provide in Section III the distributed
formulation and solution using ADMM. Then, in Section IV,
relying on the distributed Production-Sharing optimization w/
ADMM algorithm, we develop the asynchronous distributed
Production-Sharing w/ ADMM algorithm. In Section V, we
extend our algorithm to the non-overlapping area scenario.
Section VI is devoted to the application of the algorithms on
the linear DC-OPF problem. The results are presented on the
power grid network given by the IEEE-30 bus test system [32],
then on the IEEE-118 bus test system [32] in order to verify
the scalability of the proposed algorithms. Lastly, Section VII
contains our concluding remarks.

Notations

Lowercase (resp. uppercase) boldface characters will denote
vectors (resp. matrices). Furthermore, xi denotes the ith entry
of vector x and Aij stands for the ith row jth column entry
of matrix A. [A]i corresponds to the ith row of the matrix
A. xT and AT denote respectively the transpose of vector x
and matrix A. In addition, we will note x = [x1; . . . ;xN ]
the vector formed by the vertical concatenation of vectors
(xi)i=1,...,N .

II. PROBLEM FORMULATION

In this section, we will formulate a generic sharing opti-
mization problem which encompasses as a particular case the
DC-OPF problem.

A. A Production-Sharing Problem on a Graph

Consider a group of N agents connected by an undirected
connected graph of N nodes, G = (V,E), where V =
{1, ..., N} is the set of nodes2 and E is the set of bidirectional
edges. We will say that i and j are neighbors, or i ∼ j, if
{i, j} ∈ E, and we will note Ni = {j ∈ V : i ∼ j} the
set of neighbors of i. We introduce symmetric edge weights
wij = wji such that wij > 0 if and only if {i, j} ∈ E and
0 elsewhere, the matrix W defined by the entries {wij} is
called the weighted adjacency matrix, the diagonal matrix D
such that Dii =

∑
j∈V wij is called the degree matrix, and

finally L = D−W is called the Laplacian matrix of the graph.
We look at the case where each agent j ∈ V produces

and/or consumes some resource (typically electric power)
represented by a real value, and the agents can exchange this
resource using the links of the aforementioned graph. More
precisely, each agent has a production ability in the form of an
interval (reduced to {0} for non-producers) and a cost function
depending on the quantity produced (which will be assumed
convex in the following). The natural problem ensuing is thus
to minimize the total production cost under the constraints
that i) the demands are satisfied and ii) the network is able
to dispatch correctly the resource. This last point can take
multiple forms depending on the resource type and will be
made explicit when considering the DC-OPF problem next;

2We will use the terms nodes and agents interchangeably.
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however, we will write it generically as “the vector of the
differences between production and consumption at each agent
belongs to the span of the Laplacian matrix”.

We write this problem formally as a convex optimization
problem3 with linear constraints:

Production-Sharing Problem

min
x,y,z∈RN

∑
j∈V fj(xj)

subject to ∀j ∈ V, rj ≤ xj ≤ rj{
y = x− d
y = Lz

(1)

where x is the resource production vector, d is the demand
vector, fj is the production cost function at agent j and
[rj , rj ] is its production range, L is the Laplacian of graph
G, and finally y and z are intermediate vectors.

In order to be able to perform meaningful derivations, we
will make the following standard assumption.

Assumption 1. The functions {fj}j∈V are convex, proper,
lower semi-continuous and the graph G is undirected and
connected. Furthermore, the set of minimizers of Problem (1)
is non-empty.

A simple example: Consider a complete graph with unit
edge weights and say that each of the N agents has a unit
demand (d = [1, ..., 1]T ). Because the graph is complete
L = NI − J where I is the identity matrix and J is
filled with ones. This means that the second condition of the
above problem simply translates to “the mean of the resource
production vector x is one”.
Now, assume that half of the agents cannot produce any
resource (for them, rj = rj = 0 thus xj = 0) while the other
half can produce any quantity x (rj = 0, rj = +∞) with cost
ax (for every producer j, fj(xj) = axj and a > 0); it is
immediate to see that each producer will produce the same
quantity (as they are indistinguishable in the problem with a
complete unweighted graph) and this quantity must be 2 (as
only half of the agents produce and the mean of the production
vector has to be one).

Now, let us see how this problem can encompass problems
encountered in power networks such as the DC-OPF.

B. DC-OPF as a Production-Sharing Problem on a Graph

A power network consists of a set of agents/buses V . Each
agent j ∈ V can generate a power pgj with a cost fj(p

g
j ) in

its generation ability range [rj , rj ] (possibly reduced to {0} if
the agent is not a generator) as well as a power demand pdj .

The agents are linked by transmission lines E, G = (V,E)
forming a connected undirected graph. Let θj be the phase
of the current produced by node j ∈ V . In the DC model,
the power flow on the transmission line from agent i to j
is proportional to their phase difference θi − θj through a
constant Bij representing the imaginary part of the element in

3the introduction of the excess variable y is not mandatory but it is kept
for clarity purposes.

the ith row and jth column of the bus admittance matrix Y
[2], [33], [34]. We also introduce the excess power of node j,
pej = pgj − pdj .

Kirchoff’s Voltage law and the DC model conditions
impose the excess power (which is possibly negative)
to be transmitted through the adjacent transmission
lines. Formally, for every agent j, this sums up to
pej =

∑
i∼j Bji(θj − θi) = (

∑
i∼j Bji)θj −

∑
i∼j Bjiθi.

This condition can be rewritten in a vectorial manner as
pe = LBθ where LB is the Laplacian matrix defined from
the weighted adjacency matrix B as defined previously and
θ = (θ1, . . . , θN ) is the phase vector. Let pg = (pg1, . . . , p

g
N )

be the power generation vector and pd = (pd1, . . . , p
d
N ) be the

power demand vector. Then, the DC-OPF Production-Sharing
Problem can be formulated as follows,

DC-OPF Production-Sharing Problem

min
pg,pe,θ∈RN

∑
j∈V fj(p

g
j )

subject to ∀j ∈ V, rj ≤ pgj ≤ rj{
pe = pg − pd
pe = LBθ

(2)

It is straightforward to see that the above problem has
the same form as Problem (1). It is important to notice that
the matrix B (through its Laplacian) suffices to structure the
generated power vector to comply with electrical equalities
across the power network.

III. DISTRIBUTED PRODUCTION-SHARING

The Production-Sharing Problem introduced in the previous
section is essentially centralized. Indeed, while the underlying
graph is present through the Laplacian matrix, the condition
y = Lz on the transmission of the excess production implies
a coordinated action of the whole network. In this section,
we first design an equivalent problem where the network
condition is split into overlapping subgraphs and add an
additional indicator function in order to ensure the equivalence
with the former problem. Then, after noticing that this new
problem is well suited for the Alternating Direction Method
of Multipliers, we derive a distributed Production-Sharing
algorithm solving our problem.

A. Distributed Formulation of the Problem

Starting from Problem (1), as every agent can control its
resource generation (and thus its excess) as well as its network
intermediate vector (its phase in the DC-OPF case), it is
convenient to stack these variables into a vector of size 3N ,
u = [x;y; z].

With this new variable, it is useful to introduce a function
F corresponding to the function to minimize in (1) applied to
u and encompassing the range condition:

F : R3N −→ (−∞,+∞]

u =

 x
y
z

 7−→


∑
j∈V

fj(xj) if ∀j, xj ∈ [rj , rj ]

+∞ elsewhere
(3)
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One can remark that, provided that the functions {fj}j∈V
are convex, F is also convex. Now, the rest of the conditions
can be written linearly as: I −I 0

0 −I L


︸ ︷︷ ︸

A

 x
y
z


︸ ︷︷ ︸

u

=

 d
0


︸ ︷︷ ︸

d̃

(4)

Hence, Problem (1) rewrites as

min
u∈R3N

F (u)

subject to Au = d̃
(5)

Let us recall that in our scheme, each agent j has the knowl-
edge of its cost function fj , its production-related variables
xj , yj , zj , and the jth row/column of the Laplacian matrix L.
It is then straightforward to see that, whereas the upper part
of the equality in (4) is local to each agent, the rows of the
lower part corresponds to the network connections.

In order to derive a distributed algorithm, a common solu-
tion is to introduce one variable per condition line per agent
and an indicator function ensuring that for each condition
line, the sum of the agents related variables is equal to the
corresponding value in d̃. Formally, define the 6N2 × 3N
matrix

Ã =

 diag([A]1)
...

diag([A]2N )

 (6)

and the indicator function4

G : R6N2 −→ (−∞,+∞]

v 7−→

 0 if ∀i = 1 . . . 2N,

3iN∑
j=3(i−1)N+1

vj = d̃i

+∞ elsewhere,
(7)

where, diag([A]i) is the diagonal matrix whose diagonal
entries are the elements of the row [A]i.

One can note that vector v has a lot more components
than actually needed. Due to the sparsity of the matrix A,
several components in v are equal to zero and can be omitted.
But, for notation simplicity, the full vector will be kept
until we provide the actual algorithm derivation, where we
will eliminate unnecessary components and precise the actual
number of variables to be updated per agent.

Finally, we obtain the following distributed problem.

Distributed Production-Sharing Problem

min
u∈R3N

F (u) +G(Ãu) (8)

By construction, the solutions of this problem allow to
derive the solutions of the original problem as mentioned in
the following lemma.

4throughout this paper, we call indicator function, a function which returns
0 when the argument is in some set C and +∞ elsewhere. It is immediate
to check that is C is closed and convex, then the indicator of set C is convex
and lower semi-continuous.

Lemma 1. Let Assumption 1 hold. Then, the solutions of Prob-
lem (8) are of the form u? = [x?;y?; z?] where (x?,y?, z?)
is a solution of Problem (1).

B. Application of the ADMM to the Distributed Production-
Sharing Problem

Writing an iteration of the ADMM algorithm on Problem (8)
leads to the following set of equations

uk+1 = argmin
u

{
F (u) +

ρ

2

∥∥∥∥∥Ãu− vk +
λk

ρ

∥∥∥∥∥
}2

(9a)

vk+1 = argmin
v

{
G(v) +

ρ

2

∥∥∥∥∥Ãuk+1 − v +
λk

ρ

∥∥∥∥∥
}2

(9b)

λk+1 = λk + ρ
(
Ãuk+1 − vk+1

)
(9c)

where ρ > 0 is a free hyper-parameter and λ is the vector of
Lagrangian multipliers.

Using the definitions of function F and G, and matrix Ã, we
obtain the following algorithm after some derivations reported
in Appendix A.

Distributed Production-Sharing optimization w/ ADMM
1) Initialize u and π to the initial values u0 and π0.
2) At iteration k every agent j = 1, . . . , N performs the

following steps :
a) Update xj , yj and zj

xk+1
j =argmin

xj

fj(xj) +
ρ

2
‖xj +

πk1,j
ρ
− xkj+

1

d1(j)

(
xkj − ykj − dj

)
‖2

(10a)

yk+1
j =ykj +

πk1,j + πk2,j
2ρ

+
rk1,j

2d1(j)
+

rk2,j
2d2(j)

(10b)

zk+1
j =zkj −

1
N∑
i=1

L2
ij

N∑
i=1

Lij

(
πk2,i
ρ

+
rk2,i
d2(i)

)
(10c)

with ∀i = 1, ..., N , d1(i) = 2 and d2(i) = 2+ |Ni|
b) Communicate zk+1

j and yk+1
j to neighboring

nodes.
c) For each constraint i ∈ Ij = {i;∃Aip 6= 0, p =
{j, j +N, j + 2N}}, compute

rk+1
1,i = xk+1

i − yk+1
i − di (11a)

rk+1
2,i = −yk+1

i +

N∑
j=1

Lijz
k+1
j (11b)

πk+1
1,i =

ρ

d1(i)
rk+1
1,i + πk1,i (12a)

πk+1
2,i =

ρ

d2(i)
rk+1
2,i + πk2,i (12b)
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3) If the stopping criterion is not satisfied, increase k and
go to 2). Otherwise, retain xk+1

j , yk+1
j and zk+1

j .

This algorithm is effectively distributed; agent j computes
and maintains its personal variables using local information
(fj , Lj,·) and exchanges with its neighbors. We can also re-
mark that, contrary to the consensus-based distributed ADMM
[35], the relations between the agents are directly linked to
the original constraints and not due to a reformulation of an
originally centralized problem.

Theorem 1. Let Assumption 1 hold. Then, the sequence
(uk)k>0 = ([xk,yk, zk])k>0 generated by Distributed
Production-Sharing optimization w/ ADMM converges to
u? = [x?;y?; z?] where (x?,y?, z?) is a solution of Prob-
lem (1).

The proof of Theorem 1 is straightforward as Distributed
Production-Sharing optimization w/ ADMM relies on ADMM
applied to a sum of two functions that are proper lower
semi-continuous and convex by construction (F is constructed
from the (fi) with Assumption 1; G is a projection onto
a linear space). These properties are the sole conditions for
the convergence of ADMM (see e.g. [36]) and thus for our
algorithm.

The convergence speed is expected to be at least O(1/k) as
the reasoning from [37] can be adapted; nevertheless, linear
convergence speed have also been proved for other ADMM-
based algorithms with additional assumptions on F [38], [39].

IV. RANDOMIZED DISTRIBUTED PRODUCTION-SHARING

A. Theoretical foundations

In the previous section, we presented an algorithm for
solving Problem (1) in a distributed manner over the graph
associated with L. However, it is not always possible nor
appropriate to compute a full iteration of this algorithm. For
example, some agents of the network can randomly fail to
exchange or compute their update. Also, it may be faster to
solve the problem by taking into account only a random subset
of the agents/links at each iteration in the spirit of mini-batch
algorithms.

For these reasons, it is interesting to consider a randomized
version of the previous algorithm where only some parts of
the network are active at a given iteration.

This can be achieved by following the ADMM random-
ization scheme proposed in [29]. At each iteration k, this
method consists of picking a random set of coordinates ξk

(or equivalently a random subset of agents and links), and
performing the updates of Eqs. (9b) and (9c) only for the
coordinates of ξk, the other ones being kept at their former
value. As for the first update Eq. (9a), only the coordinates
needed for the partial update of Eqs. (9b) and (9c) are to be
computed.

In this way, provided that the random coordinate selection
sequence (ξk)k>0 is independent and identically distributed
(i.i.d.) and such that the selection probability is positive for
every coordinate, the randomized algorithm converges almost
surely to a sought solution [29] (see also [40] for refinements).

Power generation Power transmission

Area 1
Area 2

Power demand

Fig. 1. Power grid and its graph presentation divided into 2 overlapping areas.

B. Randomized algorithm

In the case of a network of agents with multiple authorities
or when the network is divided into multiple micro-networks,
it is advised to use area-based distributed mechanisms to
manage efficiently the network. Interestingly, the components
of λ and v are linked either to a node or to an edge of
the network; thus, updating only a part of these components
sums up to performing computations and exchanges only on
a subgraph.

Let us decompose the graph G into L connex areas A`,
l ∈ {1, . . . , L} (see Fig. 1); area A` is a graph with vertices
V` ⊂ V and edges E` = {{i, j}; (i, j) ∈ V 2

` } ∩ E. Each
area A` will act as a local processor exchanging data with
its closest neighbors when selected by the random sequence
(ξk)k>0; i.e. at times k such that ` ∈ ξk+1. In order to ensure
convergence to the sought solution [29], we will assume that i)
the areas are connected and encompass the whole graph; and
ii) (ξk)k>0 is i.i.d. and for all l ∈ {1, . . . , L}, the selection
probability for area A` is positive: P[` ∈ ξ1] > 0.

Assumption 2. For any l ∈ {1, ..., L}, let G(V`) , (V`, E`)
be the sub-graph of area A`, the following properties are
assumed:

1)
⋃L
l=1 V` = V ,

2)
⋃L
l=1G(V`) is connected.

Furthermore, the area selection sequence (ξk)k>0, valued
in the set of the subsets of {1, ..., L}, is independent and
identically distributed and such that ∀`, P[` ∈ ξ1] > 0.

This means that in order to ensure convergence, the areas
must overlap (i.e., have at least an agent in common, see
Fig. 1), which can be restrictive. Let us first state the asyn-
chronous algorithm with overlapping areas and extend it to the
non-overlapping case in next section.

At each iteration k, applying Eqs. (9a)-(9c) but keeping only
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the components related to the areas5 of ξk+1 in the two latter
equations leads to the following algorithm (the calculations
are quite similar as the ones in Appendix A).

Asynchronous Distributed Production-Sharing optimiza-
tion w/ ADMM

1) Initialize u and π to the initial values u0 and π0.
2) At iteration k, a random area Aξk+1 becomes opera-

tional, and each agent j ∈ Vξk+1 performs the following:

a) Update xj , yj and zj using equations (10a), (10b)
and (10c)

b) Communicate zk+1
j and yk+1

j to the neighboring
nodes.

c) For each constraint i ∈ Ij , compute rk+1
1,i , rk+1

2,i

πk+1
1,i and πk+1

2,i using equations (11a) to (12b)
respectively.

3) Every non-selected agent j /∈ Vξk+1 keeps its former
values xk+1

j = xkj , zk+1
j = zkj , ...

4) If the stopping criterion is not satisfied, increase k and
go to 2). Otherwise, retain xk+1

j , yk+1
j and zk+1

j .

We remark that this algorithm is effectively randomized in
the sense that only the agents of the chosen areas perform
computations and exchanges, the others simply keeping their
former variables. The performance of this algorithm as well
as details about the choice of the area selection sequence will
be provided in Section VI.

Theorem 2. Let Assumptions 1 and 2 hold. Then, the sequence
(uk)k>0 = ([xk,yk, zk])k>0 generated by Asynchronous
Distributed Production-Sharing optimization w/ ADMM con-
verges almost surely to u? = [x?;y?; z?] where (x?,y?, z?)
is a solution of Problem (1).

The proof of Theorem 2 is derived from [29, Th. 2]
as Asynchronous Distributed Production-Sharing optimization
w/ ADMM relies on i) ADMM applied to a sum of two
functions that are proper lower semi-continuous and convex
by construction (see Theorem 1); and ii) an i.i.d randomization
veryfying Assumption 2 in order to match the assumptions of
[29, Th. 2]. Again, the convergence speed in the mean square
sense is expected to be O(1/k) from [41].

As mentioned before, the convergence result is limited to
the case where these areas overlap. This is equivalent to having
some agents falling under the authority of multiple areas. In
power grid networks, this may result in conflicts in decision
making as a coordination is thus required between these
authorities. In the following section, we extend our algorithms
to the case of non-overlapping areas by introducing dummy
nodes between the areas. Subsequently, the areas become
independent as every agent refers to only one area.

5It may seem counter-intuitive that the active set of nodes at times k is
denoted by ξk+1, this index mismatch is justified so that every variable at
time k + 1 (denoted ·k+1) is Fk+1-measurable where Fk+1 is the sigma-
field induced by (u0,π0, ξ1, ..., ξk+1). Indeed, the only randomness in the
algorithm comes from the area selection process and variables at time k+ 1
are derived from the last selection variable (ξk+1) in a deterministic manner.

Area 1
Area 2

Area 1
Area 2

Overlapping

Border nodeInner node Dummy node

Non-overlapping

Fig. 2. Network of 2 non-overlapping areas converted to overlapping network.

V. EXTENSION TO THE NON-OVERLAPPING AREAS CASE

In this section, we extend our previous result to the case
where non-overlapping areas are activated at each iteration.
We focus here on the aforementioned Distributed Production
-Sharing algorithm but the reasoning below can be easily
adapted to a large class of distributed ADMM-based algo-
rithms.

As opposed to Assumption 2, we divide here the graph G
(linked to Laplacian L as described in the previous section)
into L strictly separated areas A`, ` ∈ {1, . . . , L} where every
node belongs to exactly one area. A node will be called a
border node if and only if it is connected to a node in a
different area, and an inner node otherwise.

Starting from the initial Production-Sharing Problem (1), we
aim at decomposing it into L sub-problems, each associated
to an area A`. Obviously, some constraints couple multiple
areas together and thus cannot be assigned to one area. These
coupling constraints are related to the connections between
border nodes. Inspired by the method of passing adjacent
variables [31], we propose an approach that transforms our
problem so that only the agents of a given area are active at
each iteration. For this, we add a dummy node between each
pair of connected border nodes of different areas as shown
in Fig. 2. These dummy nodes are not associated with any
cost function but only serve to rewrite the constraints coupling
adjacent areas using a shared variable, that will have to be
exchanged as we will see later.

Thus, the changes to be applied to the initial optimization
problem are:

• Add chosen dummy nodes;
• Rewrite the coupling constraints accordingly.

Practically, the problem becomes

Non-overlapping Distributed Production-Sharing Problem
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min
◦
x,
◦
y,
◦
z∈R

◦
N

∑
j∈
◦
V

◦
f j(
◦
xj)

subject to ∀j ∈
◦
V ,
◦
rj ≤

◦
xj ≤

◦
rj

◦
y =

◦
x−

◦
d

◦
y =

◦
L
◦
z

(13)

where

–
◦
V = V

⋃ •
V is the new set of

◦
N agents composed of

the set of the N original agents V plus the set of the
•
N

dummy agents
•
V .

– for all j ∈ V ,
◦
f j ,

◦
rj ,
◦
rj , and

◦
dj are respectively equal

to their original values fj , rj , rj , and dj ;

– for all d ∈
•
V ,
◦
fd ≡ 0,

◦
rd =

◦
rd = 0, and

◦
dd = 0;

– the design of
◦
L from L is a bit more tedious and explained

in Appendix B:

◦
Ljj = Ljj +

1

2

∑
d∼j

◦
Ljd,

◦
Ljd = −2Lij ,

◦
Ldd = 4Lij ,

◦
Lij = Lij , if i and j belong to the same area.

With this formulation we can see that Problems (1) and
(13) are equivalent. Following the reasoning of the previous
sections while considering the modified problem, one can
derive a new distributed algorithm using ADMM that accounts
for the modified functions and matrices. A solution of the
original problem of non-overlapping areas can then extracted
from a solution of the modified overlapping problem by
omitting the entries related to the dummy nodes. One can
remark that in the new algorithm, when an area is updated,
it only needs local information plus the value of the variables
corresponding to the dummy nodes. An iteration is thus now
composed of two parts: i) local computations and exchanges in
the selected area; ii) communication of border-related values
to the adjacent areas.

VI. IMPLEMENTATIONS AND SIMULATIONS

In this section, we implement our algorithms on the DC-
OPF problem [2]. Simulations are first carried out on the
IEEE−30 bus test system [32] then, on the IEEE−118 bus
test system.

In the DC-OPF context defined in II-B, Problem (5) writes

min
u∈R3N

F (u)

subject to Au = d̃
(14)

where,

A =

[
I −I 0
0 −I LB

]
and

d̃ = (pD1 , . . . , p
D
N , 0, . . . , 0)T ∈ R2N .

Note that the cost only depends on the generated power.
We consider here quadratic cost functions, more precisely for
each generator agent j, we take fj(xj) = c′jx

2
j + cjxj for

TABLE I
GENERATORS DATA, IEEE−30 BUS TEST SYSTEM

Node pgj,min pgj,max c′j cj

1 0 100 0.037 20

2 0 30 0.01 20

6 0 80 0.0175 10

10 0 35 0.0083 10

13 0 20 0.01 15

15 0 50 0.0625 10

19 0 20 0.01 15

24 0 30 0.0250 20

27 0 40 0.0250 20

TABLE II
IEEE−30 BUS TEST SYSTEM DIVISION INTO 3 OVERLAPPING AREAS

Area Nodes Number of nodes

A1 1-11,17,20,28 14

A2 3,4,12-20,23 12

A3 10,21-30 11

pgj,min ≤ xj ≤ p
g
j,max and +∞ otherwise, with the coefficients

given in Table I.
In the following, we apply our asynchronous distributed

algorithm to the DC-OPF problem using the network of the
IEEE−30 bus test system.

A. Overlapping areas

The cost functions (fj) are defined as above and ρ is set to
1. Eq. (10a) then simplifies to,

xk+1
j = Π

[pgj,min,p
g
j,max]

[
1
2x

k
j − cj − πk1,j + 1

2 (ykj + dj)

2c′j + 1

]
where Π[pgj,min,p

g
j,max] is the projection onto the interval

[pgj,min, p
g
j,max].

Firstly, we divide the network representing the IEEE−30
bus test system into L = 3 overlapping areas as per Table II.
We compare the synchronous Distributed Production-Sharing
algorithm with the asynchronous version in two different
settings: i) one randomly chosen area is active at each iteration;
and ii) areas A1 and A3 are activated together while area A2 is
activated randomly 50% of the time. In the first scenario only
one area is activated per iteration. On total, each area is only
activated for 33% of the total time. In the second scenario, A1

and A3 are activated together, while A2 is activated 50% of
the time.

Secondly, we test the application of the algorithm in the
case of nodes failure. That is, the whole network except for
random nodes is being updated every iteration. In this scenario,
nodes 1−4, 27 are randomly switched off for 45% of the time
and nodes 10− 14, 19, 22, 28− 30 are randomly switched off
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Fig. 3. Performance of the asynchronous distributed Production-Sharing w/
ADMM algorithm when the IEEE−30 bus system is divided to 3 overlapping
areas.

for 15% of the time. As an example, in a certain iteration
when nodes 1 − 4 are deactivated, the rest of the network is
considered as one area that is currently activated. In another
iteration, when nodes 28− 30 are deactivated, the rest of the
network, represented by another area, is then activated.

In Fig. 3a, we plot the normalized mean squared deviation
(NMSD) to the optimal solution versus the number of iter-
ations. Remark here that while every agent is active in the
centralized scheme, only a subset of the agents may be active
in the asynchronous version leading to a lower computations
per iteration ratio. In Fig. 3b, we check the sufficiency of the
power demand in this network by plotting the residual of the
power flow constraints.

B. Non-overlapping areas

We take the same IEEE−30 bus system and we divide it
into L = 3 non-overlapping areas as given by Table III. We
modify this network by introducing 9 dummy nodes on the
tie-lines linking two different areas. Using the two scenarios
explained in Section VI-A, we plot in Fig. 4a and Fig. 4b
the results of applying the Distributed Production-Sharing

TABLE III
IEEE−30 BUS TEST SYSTEM DIVISION INTO 3 NON-OVERLAPPING AREAS

Area Nodes Number of nodes

A1 1,2,5-11,17,20,28 12

A2 3,4,12-19 9

A3 21-27,29,30 9
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Fig. 4. Performance of the asynchronous distributed Production-Sharing w/
ADMM algorithm when the IEEE−30 bus system is divided to 3 overlapping
and non-overlapping areas.

TABLE IV
IEEE−118 BUS TEST SYSTEM DIVISION INTO 3 OVERLAPPING AREAS

Area Nodes Number of nodes

A1 1-34,38,113-115,117 39

A2 24,33-75,116 45

A3 68,69,75-112,118 41

algorithm w/ADMM on this modified network. As observed
from the plots, the convergence is slightly slower when the
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Fig. 5. Performance of the asynchronous distributed ADMM algorithm when
the network of 118 nodes is divided to 3 overlapping areas.

areas do not overlap. This is mainly because the variables
of the shared nodes are being updated more frequently in
the overlapping case. Thus, even in the case of a network
with multiple authorities, an agreement on the minimum of
the global cost can be met using the distributed Production-
Sharing w/ ADMM algorithm.

C. IEEE−118 bus test system

We test our algorithms with larger areas using the
IEEE−118 bus test system [32] as our network. This network
consists of N = 118 buses, 53 generators and 186 branches.
We divide it into 3 overlapping areas as in Table IV and we
implement the two scenarios described in Section VI-A.

We obtain the plots in Fig. 5a and 5b representing the evo-
lution of the NMSD and the global power demand deficiency
(i.e., the residual of the power flow constraints).

These plots illustrate the capability of our algorithms to
solve the DC-OPF problem even when the network becomes
larger. This feature makes them adequate for large power grid
problems.

VII. CONCLUSION

In this paper, we provided distributed algorithms for solving
a Production-Sharing Problem. First, a synchronous version
based on the ADMM is developed. Then, an asynchronous
version is derived; this scheme reduces the number of active
agents to a random subset of the original network, allowing
for random failures or for deactivation of parts of the network
while preserving convergence.

We applied these algorithms to the DC-OPF problem, which
can be cast as a Production-Sharing Problem. Simulations were
carried on the IEEE−30 and IEEE−118 bus test systems.
Multiple scenarios were provided, illustrating the convergence
to the optimal network global state despite the presence of
random failures and/or inactivated areas.

An interesting topic for future work is to study the asyn-
chronous behavior of the algorithm when the network under
study is dynamic. This is the main case when the nodes are
equipped with renewable energy sources and storage devices.
As for the asynchronous behavior of the algorithm, it would
be interesting to study the case where the random coordinate
selection sequence is Markovian and not i.i.d. so to model
more realistic long-term failures.

APPENDIX A
DERIVATION OF THE SYNCHRONOUS ALGORITHM

For every node j ∈ V , let Ij = {i : Aip 6= 0, p = {j, j +
N, j + 2N}} be the set of constraints in which node j is
involved.

The minimization step (9a) can be written as

uk+1 = argmin
xj ,yj ,zj ,
j=1,...,N

N∑
j=1

{
fj(xj) +

2N∑
i=1

{
ρ

2

∥∥∥∥Aijxj + λkα
ρ
− vkα

∥∥∥∥2

+
ρ

2

∥∥∥∥∥Aij+N yj + λkα+N

ρ
− vkα+N

∥∥∥∥∥
2

+
ρ

2

∥∥∥∥∥Aij+2N
zj +

λkα+2N

ρ
− vkα+2N

∥∥∥∥∥
2}}

(15)

where α = α(i, j) = 3N(i − 1) + j is used as a compact
notation to index the values of v and λ corresponding to the
element Aij (similarly α+N and α+2N correspond to Aij+N
and Aij+2N

).
This expression is separable into node basis because the

component corresponding to the update of xj (respectively,
yj and zj), depends only on the previous values calculated
for node j. Thus the iteration on u can be implemented in a
distributed manner where each node j ∈ V update its three
components xj , yj and zj by solving the following update
steps.

xk+1
j =argmin

xj

fj(xj) +
ρ

2

2N∑
i=1

‖Aijxj +
λkα
ρ
− vkα‖2 (16a)

yk+1
j =argmin

yj

ρ

2

2N∑
i=1

‖Aij+N yj +
λkα+N

ρ
− vkα+N

‖2 (16b)

zk+1
j =argmin

zj

ρ

2

2N∑
i=1

‖Aij+2N
zj +

λkα+2N

ρ
− vkα+2N

‖2. (16c)
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These update steps can be further simplified as follows using
the specific structure of matrix A and using compact notations
β = β(i, j) = 3N(j−1)+j, γ = γ(i, j) = 3N(j+N−1)+j
and ω = ω(i, j) = 3N(i+N − 1) + j.

xk+1
j = argmin

xj

fj(xj) +
ρ

2

N∑
i=1

‖Aijxj +
λkα
ρ
− vkα‖2

+
ρ

2

2N∑
i=N+1

‖λ
k
α

ρ
− vkα‖2

= argmin
xj

fj(xj) +
ρ

2
‖xj +

λkβ
ρ
− vkβ‖2 (17)

yk+1
j =argmin

yj

ρ

2

N∑
i=1

‖Aij+N yj +
λkα+N

ρ
− vkα+N

‖2+

ρ

2

2N∑
i=N+1

‖Aij+N yj +
λkα+N

ρ
− vkα+N

‖2

=argmin
yj

ρ

2

{
‖ − yj +

λkβ+N

ρ
− vkβ+N

‖2+

‖ − yj +
λkγ+N
ρ
− vkγ+N ‖

2

}
(18)

zk+1
j =argmin

zj

ρ

2

2N∑
i=1

‖Aij+2N
zj +

λkα+2N

ρ
− vkα+2N

‖2

=argmin
zj

ρ

2

N∑
i=1

‖Lijzj +
λkω+2N

ρ
− vkω+2N

‖2 (19)

To further simplify equations (17) to (19), we first explicit the
update step (9b).

vk+1 =argmin
v

G(v) +
ρ

2

2N∑
i=1

N∑
j=1

{∥∥∥∥∥Aijxk+1
j − vα +

λα
k

ρ

∥∥∥∥∥
2

+

∥∥∥∥∥Aij+N yk+1
j − vα+N

+
λα+N

k

ρ

∥∥∥∥∥
2

+

∥∥∥∥∥Aij+2N
zk+1
j − vα+2N

+
λα+2N

k

ρ

∥∥∥∥∥
2}

. (20)

This last equation can be divided into a set of three equations

vk+1
α =argmin

vα

ρ

2

∥∥∥∥∥Aijxk+1
j − vα +

λα
k

ρ

∥∥∥∥∥
2

(21a)

vk+1
α+N

=argmin
vα+N

ρ

2

∥∥∥∥∥Aij+N yk+1
j − vα+N

+
λα+N

k

ρ

∥∥∥∥∥
2

(21b)

vk+1
α+2N

=argmin
vα+2N

ρ

2

∥∥∥∥∥Aij+2N
zk+1
j − vα+2N

+
λα+2N

k

ρ

∥∥∥∥∥
2

(21c)

subject to
N∑
j=1

vα + vα+N
+ vα+2N

= d̃i,∀i = 1, . . . , 2N.

In order to solve this set of minimization steps we introduce
the vector of Lagrangian multipliers π = (π1, . . . , π2N )T to

the set of constraints on the entries of v (i.e., to the set of
constraints Ãu = d̃). After some algebra we obtain,

vk+1
α =

1

ρ
(−πk+1

i + λkα) +Aijx
k+1
j (22a)

vk+1
α+N

=
1

ρ
(−πk+1

i + λkα+N
) +Aij+N y

k+1
j (22b)

vk+1
α+2N

=
1

ρ
(−πk+1

i + λkα+2N
) +Aij+2N

zk+1
j . (22c)

We substitute these results into their corresponding constraints
which gives us

πk+1
i =

ρ

d(i)
ri(u

k+1) +
1

d(i)

N∑
j=1

λkα + λkα+N
+ λkα+2N

(23)

where d(i) = 2 + 1i>N
∑N
j′=1 1j′∈Ωi is the degree of the

ith constraint (i.e., the count of its nonzero elements), and
rki =̂[A]iu

k − d̃i is its residual given by

rki =1i<N

N∑
j=1

1i=j(x
k
j − ykj )− di − 1i>N

N∑
j=1

1i=j+N y
k
j +

N∑
j=1

Li−N jz
k
j

where 1i<N = 1 when i < j and 0 otherwise, vice versa for
1i>N .

As for the dual variable update step (9c), we can substitute
it with a set of separated updates of its components λα. Then,
by making use of (22a) we can reduce the computational
complexity of the dual update step (9c) by replacing it with a
set of updates on π. This is proved as follows,

λk+1 = λk + ρ
(
Ãuk+1 − vk+1

)
⇒λk+1

α = λkα + ρ(Aijx
k+1
j − vk+1

α ) (24a)

λk+1
α+N

= λkα+N
+ ρ(Aij+N y

k+1
j − vk+1

α+N
) (24b)

λk+1
α+2N

= λkα+2N
+ ρ(Aij+2N

zk+1
j − vk+1

α+2N
) (24c)

Equation (24a) yields

λk+1
α =λkα + ρ(Aijx

k+1
j − 1

ρ
(−πk+1

i +λkα)−Aijxk+1
j )

=πk+1
i , ∀j = 1, . . . , N. (25)

In the same manner we can prove that λk+1
α+N

= πk+1
i and

λk+1
α+2N

= πk+1
i , ∀j = 1, . . . , N. We plug this last result

into (22a) (22b) and (22c),

vk+1
α = Aijx

k+1
j − rk+1

i

d(i)
(26a)

vk+1
α+N = Aij+N y

k+1
j − rk+1

i

d(i)
(26b)

vk+1
α+2N = Aij+2N

zk+1
j − rk+1

i

d(i)
. (26c)

Which can be reduced to

vk+1
α = 1i=j x

k+1
j − rk+1

i

d(i)
(27a)

vk+1
α+N = −1i=j||i−N=j y

k+1
j − rk+1

i

d(i)
(27b)

vk+1
α+2N = 1i>NLi−N j z

k+1
j − rk+1

i

d(i)
. (27c)
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These last updates correspond to the difference between the
updated primal variables and the corresponding constraints’
residuals. Thus, they can be directly taken into account in the
other steps of the distributed optimization algorithm.

As for (23), after some algebra we obtain

πk+1
i =

ρ

d(i)
rk+1
i + πki . (28)

We adopt a new formulation for the residual r = (r1, r2)
where, for i = 1, . . . , N

rk1,i=̂r
k
i =

N∑
j=1

1i=j(x
k
j − ykj )− di (29)

rk2,i=̂r
k
i+N = −

N∑
j=1

1i=jy
k
j +

N∑
j=1

Lijz
k
j . (30)

In the same manner, we divide π into π1 ∈ RN and π2 ∈
RN , after some algebra we obtain

πk+1
1,i =̂πk+1

i =
ρ

d1(i)
rk+1
1,i + πk1,i (31)

πk+1
2,i =̂πk+1

i+N
=

ρ

d2(i)
rk+1
2,i + πk2,i (32)

Finally, we can rewrite equations (17), (18) and (19) as

xk+1
j =argmin

xj

{
fj(xj) +

ρ

2
‖xj +

πk1,j

ρ
− xkj +

1

d1(j)
(xkj − ykj − dj)‖2

}

yk+1
j =argmin

yj

{
‖ − yj +

πk1,j

ρ
+ ykj +

1

d1(j)
rk1,j‖2

+ ‖ − yj +
πk2,j

ρ
+ ykj +

1

d2(j)
rk2,j‖2

}

zk+1
j =argmin

zj

N∑
i=1

‖Lijzj − Lijzkj +
πk2,i

ρ
+

1

d2(i)
rk2,i‖2.

Solving the update steps on yj and zj leads to the Distributed
Production-Sharing optimization with ADMM listed in Sec-
tion III.

APPENDIX B
NON-OVERLAPPING TO OVERLAPPING ARCHITECTURE

In the original problem, the constraint related to L writes for
all j ∈ V , yj =

∑
i∈V Ljizi. Furthermore, if j belongs to area

`, this can be rewritten yj =
∑
i∈A` Ljizi +

∑
k∈V \A` Ljkzk

where the second term represents the coupling relations we
want to eliminate thanks to the addition of dummy nodes.

In the new problem, the constraint related to
◦
L is written

for all nodes j ∈ A` as
◦
yj =

∑
i∈A`\j

◦
Lji
◦
zi+

∑
d∼j

◦
Ljd
◦
zd+

◦
Ljj
◦
zj . For all i, j ∈ V belonging to the same area, we have

◦
Lji = Lji.

Noticing that
◦
yd = 0 for all d ∈

•
V , we get that 0 =

◦
Ldd

◦
zd+

◦
Ldi
◦
zi +

◦
Ldj
◦
zj =

◦
Ldd

◦
zd +

◦
Lid
◦
zi +

◦
Ljd
◦
zj , where i and j are

the two original nodes between which the dummy node was
inserted (and the second equality is due to the fact that L
needs to remain symmetric). Node d serves as a dummy node

which does not generate or consume, thus
◦
Ldj(

◦
zj −

◦
zd) +

◦
Ldi(

◦
zi −

◦
zd) = 0. We assume the symmetry on the edges

linking d to i and j, thus
◦
Lid =

◦
Ljd =

◦
Ldi =

◦
Ldj . We obtain

◦
Ldd = −2

◦
Ldj . We can rewrite

◦
yj as

◦
yj =

∑
k∈A`\j

◦
Ljk
◦
zk +

(
◦
Ljj − 1

2

∑
d∼j

◦
Ljd)

◦
zj − 1

2

∑
i∼j,d∼j

◦
Ldj
◦
zi.

Comparing this expression of
◦
yj with the previous one, we

obtain,
◦
Ljj = Ljj +

1

2

∑
d∼j

◦
Ljd,

◦
Ljd = −2Lij ,

◦
Ldd = 4Lij .
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