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Abstract—In this paper, we investigate the fast fading broadcast relay channel (BRC) with one source (macrocell BS), one relay (smallcell BS), and two destinations (mobile users). We assume that the instantaneous channel state information (CSI) is known only at the receivers’ side, whereas the relay can obtain a noiseless CSI feedback from the destinations about the source-destination channels (with delay). An inner bound on the capacity region of this channel is derived based on a partial-decode-compress-forward (PDCF) scheme. The main idea is to let the relay decode a significant portion of the source messages and then generate and forward to the receivers some useful side information using both the decoded messages and the CSI feedback. Numerical results show that, thanks to the feedback, the proposed scheme provides a non-negligible gain over conventional decode-forward/compress-forward schemes in terms of sum-rate performance, especially in the high SNR regime. Quite remarkably, we show that overall transmit power of the macrocell network can be significantly reduced owing to the feedback from users to the smallcell BS.

I. INTRODUCTION

Future wireless communication systems will feature ultra dense deployment of base stations (BS) and heterogeneity. As the number of devices increases and the demanded traffic explodes, interference will become the bottleneck of overall network throughput. One way to accommodate the exponential growth of network data flow is to employ the spatial multiplexing gain provided by multi-antenna techniques (MIMO, or even massive MIMO). Another way is to exploit the spatial reuse by densifying the deployment of BSs while reducing the transmit power. Multiple tiers of mobile networks will coexist, as is already the case today, so that the mobiles can operate over multiple radios to achieve optimal performance.

In this paper, we consider a typical setup in which a macrocell BS serves multiple users who are in close proximity to a smallcell (e.g., femto/pico) BS. A natural question to ask is whether and how smallcell BS could improve downlink performance of the macrocell network. Essentially, the smallcell BS in this setting may be considered as a relay, and the overall channel becomes a broadcast relay channel (BRC).

The capacity of general BRC is unknown. In fact, even the capacity of relay channel is still open, except for a few special cases (e.g., degraded relay channel) [1]. The capacity region of static Gaussian noise broadcast channel without relay is known for a decade now [2]. This result can be easily extended to fading case when channel state information (CSI) is perfectly known at both transmitter (CSIT) and receivers. When no CSIT is ensured, however, the capacity is still unknown, with the exception of the spatially symmetric channel distribution [3]. It is well known that the degrees of freedom (DoF) gain in a downlink MIMO channel hinges on the quality of CSIT: full DoF can be achieved when channel estimation error vanishes with the signal-to-noise ratio (SNR) as $O(SNR^{-1})$ [4], while no DoF gain at all can be obtained when the CSI error does not vanish with SNR [5].

In most practical scenarios, the CSIT quality may be inadequate for various reasons, namely, noisy CSIT caused by poor feedback quality (or insufficient uplink training, e.g., for TDD systems) or outdated feedback due to high user mobility. If the noisy CSIT could be avoided by investing more resource at the uplink, the timeliness of the CSI feedback cannot be guaranteed anyhow when the channel varies too rapidly. However, completely outdated CSIT is still very useful, for that almost linear DoF gain with the number of users and the number of transmit antennas at the BS can be obtained [6]. This conclusion holds as long as the transmitter can receive the CSI feedback (with arbitrary but finite delay) from all the receivers and that the CSI error vanishes as $O(SNR^{-1})$. The proposed scheme, also referred to as the MAT scheme, can be interpreted as the space-time interference alignment which is possible with the delayed CSIT. Since [6], several extensions have been made in various configurations (cf. [7]–[11]). The main idea of these works consists in two phases: 1) the broadcast phase in which signal containing new messages is sent to the receivers, and 2) the multicast phase in which side information generated based on both the past channel and the sent messages is diffused. It is therefore intuitive to think of the transmitter as two separate virtual transmitters: one takes charge of the first phase without the need of any CSIT, whereas the other is responsible for the second phase and uses the delayed CSIT and the transmitted message. The second virtual transmitter is very much like a relay that “learns” the messages and the channel coefficients and “forwards” the side information to “help” the receivers decode their own messages.

In this work, we deploy a real relay that helps accomplish the space-time interference alignment a la MAT. The main motivation for this setting is that accurate (i.e. with vanishing error $O(SNR^{-1})$) CSI feedback via uplink is costly in practice. The cost is in terms of both the uplink bandwidth and the uplink transmit power related to the feedback. In the proposed setup, the CSI is fed back from the receivers to the relay (e.g.,
smallcell BS) which is supposed to be at a closer distance than the BS. In other words, the feedback communication is localized and transmit power could be reduced.

The main contribution of the current work is therefore to investigate the potential gain of the use of relay in the presence of state feedback from the receivers to the relay. Specifically, we first derive an achievable rate region for the general two-user discrete-memoryless broadcast relay channel with state feedback to the relay. This channel includes the two-user Gaussian noise fading BRC as a special case. The proposed scheme is based on the aforementioned space-time interference alignment with the help of a relay. Then, with numerical simulation, we compare our scheme with the conventional decode-forward (DF) and compress-forward (CF) schemes adapted to our state.

We assume that the source is not aware of the channel state; we assume that the relay is in its full power with our proposed scheme, whereas the conventional schemes should always use the full transmit power. The underlying implication is that the overall transmit power of the macrocell network can be significantly reduced thanks to the feedback from the users to the smallcell BS.

This paper is organized as follows. Section II provides achievable regions in general BRC while Section III characterizes the region by proposed scheme in Gaussian fading case. In Section IV, numerical results are shown followed by simulation illustration. The achievability is presented in Section V.

Throughout the paper, $(\cdot)^T$ and $(\cdot)^H$ denotes transpose and conjugated transpose of a matrix/vector, respectively. $\|\|$ is the Euclidean norm. diag$(a_1, a_2, \cdots, a_k)$ is a diagonal matrix with diagonal entries $(a_1, a_2, \cdots, a_k)$. $T^p(\cdot)$ is the jointly typical set. $\mathbb{E}(\cdot)$ is the expectation of a random variable. We use $f(x) = O(g(x))$ as the standard Landau notation. The logarithm is to base 2.

II. SYSTEM MODEL AND GENERAL RESULTS

In this section, we provide the main results on the general two-user discrete memoryless state-dependent broadcast channel with a relay which always works in full-duplex mode. The channel is defined by the joint probability mass function (pmf) $p(y_1, y_2, y_3, y_4, s_1, s_2)p(s_3) = \prod_{i=1}^{n} p(y_1, y_2, y_3, y_4, s_1, s_2)p(s_3)$, where $y_1$, $y_2$, and $y_3$ are the received signal at user 1, user 2, and the relay, respectively; $s$ is the channel state; $i$ is the time index. We assume that the source is not aware of the channel state; each user knows its instantaneous state perfectly; the relay can obtain a noiseless feedback from the destinations about the state $S_i$ at time $i + 1$, i.e., with a delay of one symbol.

In the following, we start by providing the achievable regions by the conventional DF and CF schemes, adapted to our broadcast setting. Then, we present the main result of this work on the proposed partial decode and compress forward (PDCF) scheme. The main idea is to let the relay decode a significant part of the source messages and then generate and forward to the receivers some useful side information employing both the decoded messages and the state feedback. The side information is exploited by each user to mitigate its own interference. It is worth noting that the proposed scheme contains the CF scheme as a special case. To make the presentation fluid, the proof of the result with the PDCF scheme is deferred to Section V. The proofs related to DF and CF schemes are rather standard and omitted due to the lack of space (cf. [12], [13]).

A. CF scheme

**Theorem 1.** (CF inner bound) An achievable rate region for the memoryless state-dependent BRC with CF scheme is given by the set of all rate pairs $(R_1, R_2)$ satisfying:

$$R_1 \leq \min \left\{ I(X; U_1|Y_1) - I(Y_1; Y_2|X, U_1) S_1, I(U_1; Y_2|X, S_1) \right\},$$

$$R_2 \leq \min \left\{ I(X; U_2|Y_2) - I(Y_2; Y_1|X, U_2) S_2, I(U_2; Y_1|X, S_2) \right\},$$

for $k \in \{1, 2\}$, and all pmf’s that verify:

$$p(y_1, y_2, y_3, y_4, x_1, x_2, s) = p(y_1, y_2, y_3, x_1, x_2, s) \cdot p(x_1, x_2)p(s)p(q),$$

for $k \in \{1, 2\}$, and all pmf’s that verify:

$$p(y_1, y_2, y_3, x_1, x_2, x_3, s) = p(y_1, y_2, y_3, x_1, x_2, x_3, s) \cdot p(x_1, x_2)p(s)p(q).$$

B. DF scheme

**Theorem 2.** (DF inner bound) An achievable rate region for the memoryless state-dependent BRC by employing DF scheme is given by the set of all rate pairs $(R_1, R_2)$ satisfying:

$$R_1 \leq \min \left\{ I(U_1; Y_1|S_1), \mathbb{E}(I(X_1; U_1|Y_1 U_2 X_2 S_1)) \right\},$$

$$R_2 \leq \min \left\{ I(U_2; Y_2|S_2), \mathbb{E}(I(X_2; U_2|Y_1 X_1 S_2)) \right\},$$

$$R_1 + R_2 \leq \min \left\{ I(X_1; U_1|Y_1 X_2 S_1), I(X_2; U_2|Y_1 X_1 S_2) \right\},$$

for all pmf’s that verify:

$$p(y_1, y_2, y_3, u_1, u_2, x_1, x_2, x_3, s) = p(y_1, y_2, y_3, u_1, u_2, x_1, x_2, x_3, s) \cdot p(u_1)p(u_2)$$

$$p(x_1|u_1)p(x_2|u_2)p(x_1, x_2)p(s)p(q).$$

A similar block-Markov superposition coding scheme is performed. Instead of compression, the relay decodes the messages, re-encodes and forwards them to the destinations.

C. PDCF scheme

**Theorem 3.** (PDCF inner bound) An inner bound on the capacity of memoryless state-dependent BRC with state feedback is given by the set of all rates pair $(R_1, R_2)$ satisfying:

$$R_1 \leq \min \left\{ \{I_{11}\} - I_{131}, \{I_{21}\} - I_{431} + I_{31} \right\},$$

$$R_2 \leq \min \left\{ \{I_{12}\} - I_{32}, \{I_{22}\} - I_{423} + I_{32} \right\},$$

$$R_1 + R_2 \leq I_0 + I_{51} + \{I_{21}\} - I_{52} + \{I_{22}\},$$

(6), (7), (8)
respectively. Finally, we let \( \hat{X} \) with \( s \) identify (\( I \) is the \( j \)th of description, we assume that the source is equipped with two antennas and the relay has two transmit and two receive antennas while each destination has a single antenna. The signal model is, for \( i = 1, 2, \cdots, n \),

\[
\begin{align*}
\mathbf{y}[i] &= \mathbf{H}[i]x_s[i] + \mathbf{G}[i]x_r[i] + \mathbf{z}[i], \\
\mathbf{y}_r[i] &= \mathbf{H}_r[x_s[i] + \mathbf{z}[i]],
\end{align*}
\]

where \( x_s[i] \), \( x_r[i] \) in \( \mathbb{C}^{2 \times 1} \) are the channel input at source and at relay subject to the power constraints \( \frac{1}{T} \sum_{i=1}^{n} \mathbb{E}(\|x_s[i]\|^2) \leq P_s \) and \( \frac{1}{T} \sum_{i=1}^{n} \mathbb{E}(\|x_r[i]\|^2) \leq P_r \), respectively; \( \mathbf{y}[i] \triangleq [Y_1, Y_2]^T \) with \( Y_1, Y_2 \) being channel output at respective user while \( y_r[i] \) is the relay output; \( \mathbf{z} [i] \) and \( \mathbf{z}[i] \) are the additive Gaussian noises with temporally and spatially i.i.d. entries \( \mathcal{CN}(0, 1) \); \( \mathbf{H}[i], \mathbf{H}_r[i] \), and \( \mathbf{G}[i] \) are temporally and spatially i.i.d. channel matrix processes, where we define \( \mathbf{H} \triangleq [\mathbf{h}_1, \mathbf{h}_2]^T, \mathbf{H}_r \triangleq [\mathbf{h}_1, \mathbf{h}_2]^T \) and \( \mathbf{G} \triangleq [\mathbf{g}_1, \mathbf{g}_2]^T \). In PDCF scheme, we can identify \( \mathbf{H}[i], \mathbf{H}_r[i], \mathbf{G}[i] \) with \( S_t, x_s[i] \) with \( X_s, x_r[i] \) with \( X_r, y_r[i] \) with \( Y_r, y[i] \) with \( Y_1, Y_2 \) in the general memoryless channel. Then, we let \( X_r \) and \( X_s \) be \( x_s = x_1 + x_2 \), where \( x_k = x'_k + u_k \) with \( x'_k \) being independent of \( u_k \). Moreover, we let \( Y'_r = (y_r, h_1^T u_2, h_2^T u_1) \), where \( h_1^T u_2, h_2^T u_1 \) are the interferences at user 1, 2, respectively. Finally, we let \( \hat{Y} \) be compressed version of \( Y'_r \) with compression noise defined by \( \hat{z} \triangleq \begin{bmatrix} \hat{z}_1, \hat{z}_2, \hat{z}_1, \hat{z}_2 \end{bmatrix}^T \). Indeed, the scheme works as follows. Relay receives \( h_1, h_2 \) and recovers \( u_1, u_2 \) from \( y_r \), after source finishes sending \( x_s \), followed by generating \( y'_r \) as a function of interferences \( h_1^T u_2, h_2^T u_1 \) and relay output \( y_r \). Then, \( y'_r \) is compressed by \( \hat{Y} \) by adding compression noise \( \hat{z} \) and compress index is sent through \( x_c \). At each user, messages are decoded with the presence of these compressed side information. For simplicity, we choose \( x_s \approx \mathcal{CN}(0, P_s I_2), x_k \approx \mathcal{CN}(0, P_k x_k I_2), u_k \approx \mathcal{CN}(0, P_{u_k} I_2), P_k = P_{u_k} = P_{u_2} \), and \( z \approx \mathcal{CN}(0, \text{diag}(N_1, N_2, N_1, N_2)) \). To get concise expressions, we define \( A_{1k}, A_{2k}, A_{3k} \) in (18), (19), (20) and \( B(T) = \mathbf{T}^T \mathbf{T}, P_{k_x} = P_k, P_{u_k} = P_{u_2} \).

\[
\begin{align*}
A_{1k} &= \text{diag}(1, 1 + N_{r_k}, 1 + N_{r_j}, N_k) + P_{u_j} \mathbf{B} \left[ [\mathbf{h}_k, \mathbf{h}_r, \mathbf{h}_r, \mathbf{h}_k]^T \right] + P_{x_{1_k}} \mathbf{B} \left[ [\mathbf{h}_k, \mathbf{h}_r, \mathbf{h}_r, 0]^T \right], \\
A_{2k} &= \text{diag}(1, 1 + N_{r_k}, 1 + N_{r_j}, N_k) + P_{u_j} \mathbf{B} \left[ [\mathbf{h}_k, \mathbf{h}_r, \mathbf{h}_r, \mathbf{h}_k]^T \right] + P_{x_{2_k}} \mathbf{B} \left[ [\mathbf{h}_k, \mathbf{h}_r, \mathbf{h}_r, 0]^T \right], \\
A_{3k} &= \text{diag}(1, 1 + N_{r_k}, 1 + N_{r_j}, N_k) + P_{u_j} \mathbf{B} \left[ [\mathbf{h}_k, \mathbf{h}_r, \mathbf{h}_r, \mathbf{h}_k, 0]^T \right] + P_{x_{1_k}} \mathbf{B} \left[ [\mathbf{h}_k, \mathbf{h}_r, \mathbf{h}_r, 0, 0]^T \right] + P_{x_{2_k}} \mathbf{B} \left[ [\mathbf{h}_k, \mathbf{h}_r, \mathbf{h}_r, 0, 0]^T \right].
\end{align*}
\]
the same power constraints (SNR = \text{source and relay}). Since the noises are normalized, we define users from the source. In the simulations, we only consider two integer-valued combinations of (L, \text{source-relay}) channels and (d, \text{source-relay}) are distance between (SD,SR,RD), respectively. For simplicity, the source, relay, and users lie on the same line where the two users are viewed as a single point in the deployment and yet have independent channels. Thus, source-relay-destination distance can be normalized as (d_{sr} + d_{rd})/d_{sd} = 1 and d_{sd} = 10 is chosen so that 9 integer-valued combinations of (d_{sr}, d_{rd}) are picked. We take the same power constraints (P_s \leq P \text{ and } P_r \leq P) over source and relay. Since the noises are normalized, we define SNR = P \cdot L_{sd}, which is the maximum received SNR at the users from the source. In the simulations, we only consider two relaying modes in the proposed PDCF scheme. 1) The relay decodes completely the messages, reconstructs the interference components, and compresses them; the relay observation is not forwarded, i.e., we set (N_{r_1}, N_{r_2}) to infinity. 2) Instead of decoding message, the relay only compresses the observation. That is, it switches to the CF mode.

We compare our PDCF scheme with three reference schemes, namely, the broadcast channel (BC) without relay, the BRC with CF (Theorem 1), and the BRC with DF (Theorem 2). Note that only PDCF scheme exploits feedback while the other schemes do not. Moreover, all schemes are subject to no CSIT constraint. We consider two levels of received SNR, the medium to low level (10dB) and the high level (50dB).

The first observation from the simulation, although not explicit from the results, is that single-user transmission achieves the optimal sum-rate of each of the three reference schemes.

\begin{align*}
R_1 &\leq \min \left\{ \mathbb{E} \log \left( N_{r_1}^{-1} \det(A_{31}A_{21}^{-1}) \right) , \mathbb{E} \log \left[ N_{r_1}N_{r_2}N_1 \left( 1 + \|h_1\|^2 + \|g_1\|^2 \right) \det(A_{21}^{-1}) \right] \right\} , \\
&\mathbb{E} \log \det \left[ \left( I + H_r H_r^H P_{u_1} \right) \left( I + H_r H_r^H P_{x_1},x_2 \right)^{-1} \right] (A_{11}A_{21}^{-1}) \right\} , \\
&+ \min \left\{ 0, \mathbb{E} \log \left[ N_{r_1}N_{r_2}N_1 \left( 1 + \|h_1\|^2 + \|g_1\|^2 \right) \det(A_{11}^L) \right] \right\} \right\} , \\
R_2 &\leq \min \left\{ \mathbb{E} \log \left( N_{r_2}^{-1} \det(A_{32}A_{22}^{-1}) \right) , \mathbb{E} \log \left[ N_{r_1}N_{r_2}N_2 \left( 1 + \|h_2\|^2 + \|g_2\|^2 \right) \det(A_{22}^{-1}) \right] \right\} , \\
&\mathbb{E} \log \det \left[ \left( I + H_r H_r^H P_{u_2} \right) \left( I + H_r H_r^H P_{x_1},x_2 \right)^{-1} \right] (A_{12}A_{22}^{-1}) \right\} , \\
&+ \min \left\{ 0, \mathbb{E} \log \left[ N_{r_1}N_{r_2}N_2 \left( 1 + \|h_2\|^2 + \|g_2\|^2 \right) \det(A_{12}^L) \right] \right\} \right\} , \\
R_1 + R_2 &\leq \mathbb{E} \log \left[ \left( I + H_r H_r^H P_{u_1,u_2} \right) \left( I + H_r H_r^H P_{x_1},x_2 \right)^{-1} \right] \left( A_{11}A_{11}^{-1}A_{21}A_{21}^{-1} \right) \right\} , \\
&+ \min \left\{ 0, \mathbb{E} \log \left[ N_{r_1}N_{r_2}N_1 \left( 1 + \|h_1\|^2 + \|g_1\|^2 \right) \det(A_{11}^L) \right] \right\} , \\
&+ \min \left\{ 0, \mathbb{E} \log \left[ N_{r_1}N_{r_2}N_2 \left( 1 + \|h_2\|^2 + \|g_2\|^2 \right) \det(A_{12}^L) \right] \right\} .
\end{align*}
That is, no gain whatsoever could be obtained by serving more than one user at a time with these schemes. This is due to the fact that no CSIT is available and thus no downlink multiplexing gain can be exploited.

Then, let us look at the comparison in terms of sum-rate performance versus the relative relay position \( \alpha = \frac{d_{sr}}{d_{sd}} \). At low SNR (Fig. 1), DF achieves peak rate at \( \alpha = 0.7 \) since the system consists of two multiple-input-single-output (MISO) SD channels, one multiple-input-multiple-output (MIMO) SR channel and two MISO RD channels. As \( \alpha \) grows, throughput bottleneck switches from RD to SR channel due to the pathloss and the lack of CSI. Moreover, rate by CF increases monotonically with \( \alpha \). In fact, CF only compresses relay output so that the performance is less sensitive to SR channel. Interestingly, unlike in the static channel case, DF could not provide a performance gain when relay is close to the source. This is due to the lack of CSIT, which forbids the coherent transmission of the joint source-relay transmission once the message is decoded at the relay. The proposed scheme has strictly better performance for \( \alpha \) between 0.4 and 0.8. At high SNR (Fig. 3), DF and CF have comparable performances and the sum-rate of all schemes increase with \( \alpha \). Indeed, numerical result shows clearly that the PDCF scheme, regardless of relay position, achieves non-negligible sum-rate gain over DF/CF schemes.

Finally, we examine the source power allocation of different schemes subject to the power constraints \( P_s \leq P \). Fig. 2 and 4 are the power allocation counterparts of the sum-rate performances in Fig. 1 and 3, respectively. It is revealed that it is often better for the source not to transmit in its full power with our proposed scheme in contrast to conventional schemes. At low SNR (Fig. 2), we see that the source transmit power can be 4 dB lower than the maximum available power for the PDCF scheme for \( \alpha \) around 0.5. At high SNR (Fig. 4), the same conclusion holds for all \( \alpha \) and the gain can be up to 30 dB. Both Fig. 3 and Fig. 4 show that the PDCF scheme yields higher sum-rate performance with relatively less power consumed at source. The main reason is that, as long as both users are served simultaneously, higher source power implies higher interference level at the receiver side. Therefore, the source must reduce its power to such a level that the corresponding interference could be resolved by the side-information sent from the relay. The amount of such side information is increased with the strength of RD channel, which explains the increasing source power with the decreasing relay-destination distance in Fig. 4. As a conclusion, we show that the transmit power of the macrocell network can be significantly reduced owing to the feedback from the users to the smallcell BS.

V. PROOF OF THEOREM 3

The original message pair \((W_1, W_2)\) is split into \(4 \times B\) mutual independent sub-messages \((m_{1b}, m_{2b}, m_{1g}, m_{2g})\) which are sent in \((B + L)\) n-length blocks, for \(b = [1 : B], k \in [1, 2], L = O(B)\) and \(L\) is sufficiently large. At the last \((L - 1)\) blocks, the last compress index is first decoded and then all compression indices and messages are decoded jointly and backwardly.

Code Generation: Given a pmf \(p(\hat{y}|x, y, u, v, s)p(u|x, y, u, v, s)p(v|x)p(x)p(s)\) the codebook is generated as follows.

1. Randomly generate \(2^{nR_k}\) independent sequences \(u_k^n\), drawn i.i.d. from \(P_{U_k^n}(u_k^n) = \prod_{i=1}^n P_{U_k}(u_{ki})\) and index them as \(u_k^n(m_{k}^n)\) with \(m_{k}^n \in \{1, 2, ..., 2^{nR_k}\}\).
2. For every sequence \(u_k^n\) generated, randomly generate \(2^{nR_k}\) conditionally independent sequences \(x_k^n\), drawn i.i.d. from \(P_{X_k|U_k}(x_k^n|u_k^n) = \prod_{i=1}^n P_{X_k|U_k}(x_{ki}|u_{ki})\) and index them as \(x_k^n(m_{k}^n, m_q^n)\) with \(m_q^n \in \{1, 2, ..., 2^{nR_q}\}\).
3. Randomly and independently generate \(2^{nR_q}\) sequences \(x_v^n\) drawn i.i.d. from \(P_{X_r}(x_r^n) = \prod_{i=1}^n P_{X_r}(x_{ri})\) and index them as \(x_v^n(r)\) with \(r \in \{1, 2, ..., 2^{nR}\}\).
4. For each sequence \(x_v^n\) generated, randomly generate \(2^{nR}\) conditionally independent sequences \(\hat{y}^n\) drawn i.i.d. from \(P_{\hat{Y}^n|X_r}(\hat{y}^n|x_r^n) = \prod_{i=1}^n P_{\hat{Y}^n|X_r}(\hat{y}_{ri}|x_{ri})\) and index them as \(\hat{y}^n(l, l')\) with \(l, l' \in \{1, 2, ..., 2^{nR}\}\).
5. Provide the codebook to the decoders, respectively.

**Encoding**

- For every block $b = [1 : B]$, the source conveys messages $(m_{1:b}^{(1)}, m_{2:b}^{(1)}, m_{1:b}^{(2)}, m_{2:b}^{(2)})$ based on $x_b^n(m_{1:b}^{(1)}, m_{1:b}^{(2)})$. For $b \in [B + 1 : B + L]$, dummy messages $(m_{1:b}^{(1)}, m_{2:b}^{(1)}, m_{1:b}^{(2)}, m_{2:b}^{(2)}) = (1, 1, 1, 1)$ are chosen.

- At block $b$, source encoder picks and sends $x_b^n(l_b)$ such that $x_b^n(l_b) \in T^n_b(X | m_{1:b}^{(1)}, m_{1:b}^{(2)}, X_2^n(m_{1:b}^{(2)}, m_{2:b}^{(2)}))$.

- For each block $b = [1 : B]$, after receiving state sequence $s^n(b)$ and recovering the messages $(m_{1:b}^{(1)}, m_{2:b}^{(1)})$, relay encoder searches for at least one index $l_b$ such that $(u_1^n(l_b), u_2^n(l_b), y^n_l(b), x^n_b(b), s^n(b))$ are jointly typical, also expressed as $(y^n_l(b), y^n_l(b), x^n_b(b), s^n(b)) \in T^n_b(Y | X_1^n, X_2^n)$. The error event such that $(\hat{l}_b \neq l_b, m_{1:b}^{(1)}(\hat{l}_b) \neq m_{1:b}^{(1)}(l_b), m_{1:b}^{(1)}(\hat{l}_b) \neq m_{1:b}^{(1)}(l_b))$ could be avoided if

$$R_1' + R_2' + \hat{R} \leq I(U_1; Y_1 | X_1, X_2, S) + I(X_1; Y_1; S) + I(\hat{Y}; Y_1 | X_1, S) \tag{33}$$

4) We first remark that constraint (28) is negligible as $L$ goes to infinity. Moreover, we combine (24) and (31) that yields constraint (9). Indeed, we can obtain the constraints for user 2 by exchanging indices of (29)-(33). Then, we use some algebra to combine (24)-(27), (29)-(33) and the corresponding symmetric constraints for user 2. Finally, the proof for achievable rate region defined in Theorem 3 completes by adding a time-sharing auxiliary variable $Q$.
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