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Steering Focusing Waves in a Reverberation
Chamber with Generalized Time Reversal
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Abstract—Generalized time reversal was introduced in a pre-
vious paper from a theoretical point of view. In this paper
experiments are conducted to demonstrate its application to
a reverberation chamber, as a method for generating coher-
ent wavefronts in a medium displaying random propagation.
Wavefronts thus generated were sampled over a planar surface,
confirming that they propagate as if in a free-space environment.
The accuracy with which they match their free-space counterpart
is not affected by changing their features, e.g., directionof arrival
and focus. These results prove that a single excitation antenna
can generate complex wavefronts when coupled to diffusive wave
propagation.

Index Terms—Time reversal, diffusive media, reverberation
chamber, wavefront synthesis.

I. BACKGROUND AND MOTIVATIONS

Time reversal (TR) was first introduced in acoustics as
a method for generating wavefronts focusing back the field
distribution initially radiated by a source [1]. Its intrinsical
ability to compensate distortions introduced by heterogeneous
and complex media with no need for active equalization is per-
haps its most striking feature [2]–[4]. Indeed, beam-forming
methods require a priori information about the propagation
of waves in a given medium; this need is avoided in TR
applications by the fact that the wave radiated by the source
(which would afterwards be focused back at it) acts as a sort
of medium sounding, and thus brings in itself information
about the medium. Moreover, contrarily to methods based on
inverse problems, TR is not affected by any ill-posedness, as
opposed to dereverberation methods [5]. Other beam-forming
techniques, such as wave field synthesis [6], require a very
large number of synchronous sources, which would typically
be prohibitively expensive at microwave frequencies.

Still, TR suffers from an obvious drawback: focusing waves
cannot be synthesized arbitrarily, as they can only reproduce
previously radiated wavefronts. This is particularly problem-
atic when thinking about applications of TR for testing the
response to impinging wavefronts of a device under test.

Generalized TR (GTR) was first tested in an embryonic
version in [7], [8], where direct wavefront synthesis was not
yet formalized, as later done from a theoretical point of view
in [9]. It is based on the use of the equivalence theorem
as a way of avoiding the introduction of a source, in order
to directly synthesize signals capable of generating focusing
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wavefronts with arbitrary features. GTR is entirely dependent
on the availability of a medium capable of supporting diffuse-
field propagation, a statistically isotropic case of multipath
propagation, also known as Rayleigh diffusion. Reverberation
chambers comply with these requirements and bring at the
same time a further advantage, energy efficiency, being closed
systems with weak losses; when used with TR signals their
efficiency can be further increased [10].

This paper shows validation results obtained with a fully au-
tomated system. Experimental results of wavefronts generated
within a reverberation chamber are compared to theoretically
computed distributions. Sequences of wavefronts varying in
the position of their focal region and direction of arrival
are generated, confirming that the diffusive nature of the
medium ensures an excellent reproducibility of wavefrontsat
any position.

The conclusions of this study imply that GTR can accurately
generate arbitrary pulsed focusing wavefronts with a single
antenna. Moreover, generating similar focusing wavefronts
in open media could require a potentially large number of
sources, depending on the angular spectrum of the wavefront,
i.e., its focusing power. These sources would need to be excited
coherently over a relatively large bandwidth, an operation
which is complex and expensive, as it requires synchronizing
a number of modulators or signal generators, which can hardly
handle high peak-power levels, were them required.

Applications of GTR-based synthesis are currently in
progress and range from hardening shielded systems to
high-power microwaves, imaging and generating stable high-
intensity fields without the statistical uncertainty foundin
standard reverberation chambers [10].

The paper is organized as follows. GTR is briefly explained
in Sec. II, as an intuitive application of first principles well-
known in electromagnetics. Sec. III provides some details
about the way wavefront-related data is generated. The exper-
imental setup is described in Sec. IV, while Sec. V explains
how generated fields are imaged. Reproducibility and robust-
ness to varying conditions are tested and commented in Sec.
VI.

II. A SHORT SUMMARY OFGTR

This section presents a very short description of how GTR
works. The simplest way to understand it is by going through
the different steps at its origin. The interested reader canrefer
to [9] for a much more detailed discussion.

Suppose a source radiates a free-space field distribution
Es(r, t). When excited within a medium supporting diffu-
sive propagation, the resulting field distribution would be
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Fig. 1: Relevant quantities in the derivation of direct synthesis
of excitation signals with GTR. The auxiliary surfaces are
shown to act as an interface between the virtual source
radiation (1) and its propagation through the medium (2).

underpinned by a rich plane-wave spectrum, due to a large
number of scattering events over its boundaries [11]–[13].
Standard time-reversal would require measuring the signal
y(t) received by a further antenna present in the medium
[1], [14]. Injecting the time-reversed signalx(t) = y(−t)
into what was the receiving antenna, eventually corrected
for its dispersive response, can generate a close replica of
Es(r,−t), i.e., the converging counterpart to the originally
diverging wavefrontEs(r, t), stripped of its reactive, i.e.,
non-propagating, components. A single source can support
an entire wavefront thanks to self-averaging ensured by the
multipath propagation of the medium, if excitation bandwidths
cover several coherence bandwidths of the medium [15].
Stated in other terms, complex media can present frequency
responses that become weakly interdependent when observed
at frequencies spanning at least one coherence bandwidth.
The result is the existence of degrees of freedom that can
be roughly measured by taking the ratio of the bandwidth of
the excitation signal divided by the coherence bandwidth of
the medium. TR signals work by controlling these degrees
of freedom such that at the time of focusing they cooper-
ate to create coherent wavefronts, out of individual random
contributions from each frequency. This property, known as
self-averaging, is fundamentally equivalent to the mechanisms
behind Van Cittert-Zernike theorem [16], where degrees of
freedom are in space rather than in the frequency domain,
and result in overall coherent field distribution generatedfrom
random spatial distributions.

The problem with the TR appproach is that a focusing
wavefront can be generated only if a source radiates a cor-
responding divergent wavefront in the first place. Clearly,if
several focusing wavefronts were to be generated, not only the
source would have to be modified (e.g., orientation, position)
and made to radiate, but also an array of sources with different
characteristics may be required (e.g., directivity, polarization).

GTR bypasses this problem by getting rid of the need
for physical sources. The excitation signalx(t) is directly
synthesized, according to the wished characteristics of the
focusing wavefront. In order to do that,y(t) is obtained in

two steps. With reference to Fig. 1, first the field radiated by
the source is sampled over (at least) an auxiliary surfaceΣ.
From these samples, equivalent currents are defined, capable
of reproducing the outgoing field that would have reached the
receiving antenna, were the source real. In the second step,
y(t) is computed from an assumed knowledge of the Green’s
functions on the medium, acting as transfer functions between
the equivalent sources overΣ and the receiving antenna,
hereafter referred to asNe(r, ω) andNm(r, ω), respectively
for the electric and magnetic field Green’s functions. The result
is a direct synthesis formula for the Fourier spectrum of the
received signaly(t) [9]

Y (ω) =

∫

Σ

dr

[

Ne(r, ω)

ζ
+ r̂ ×Nm(r, ω)

]

·Es(r, ω). (1)

The derivation of (1) means that the auxiliary surfaces act as
a relay in the synthesis of the signaly(t) generated by a given
virtual source. Moreover, since the field radiated by the virtual
source is not sampled overΣ for its own sake, but rather in
order to propagate it to the receiver, there is no need to include
reactive contributions [17], [18], due to an eventually near-field
configuration. As a result, far-field representations ofEs(r, t)
can be used, as done in Sec. V.

If the Green’s functions were known, then the first step
could be accomplished numerically, with no need of a source
in the first place, just by defining firsthand the field distribution
expected overΣ. In fact, since the medium is reciprocal, the
Green’s functions can be measured by exciting the receiving
antenna and sampling the electromagnetic field distribution
it excites overΣ. This operation is carried out in our case
by a low-perturbation robot developed in our laboratory, as
discussed in Sec. IV.

In practice, weakly perturbative field probes are needed.
Since most often electric-field probes have a better perfor-
mance in this respect, equivalent currents can be defined from
electric field samples only, if a further auxiliary surface is
introduced. As demonstrated in [19], this is possible if specific
weights{Ai}, i ∈ [1, L] are applied to the field distributions
sampled over each auxiliary surfaceΣl, yielding

Y (ω) = ζ−1
L
∑

l=1

Al

∫

Σl

dr Ne(r, ω) ·Es(r, ω) (2)

For the caseL = 2, A1 = − exp(−2jk∆R)/[1 −
exp(−2jk∆R)], A2 = −A1 exp(2jk∆R), with ∆R the differ-
ence between the radii of the two spherical auxiliary surfaces,
required to satisfy∆R < λ/2, with λ the working wavelength.

III. R EFERENCE FIELD DISTRIBUTIONS

With reference to Fig. 2, the definition of the virtual source
is based on a Gaussian far-field radiation pattern, with phase
centerrs

Es(r, ω) = ϕ̂G(r − rs, ω)e
−ψ2/2ψ2

sP (ω) (3)

andψ = cos−1(r̂′ · ŷ), for an angular divergenceψs; G(r.ω)
is the scalar Green’s function for free space; the polarization is
set equal tôϕ; P (ω) is the Fourier spectrum ofp(t), the time
evolution of the radiated field, usually chosen to be a pulse.
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Fig. 2: Global and local reference frames for the computation
of the vector field distribution atr, radiated by a source
centered overrs.

A Gaussian pulse will be used throughout the paper, with a
Fourier spectrum

P (ω) = e−(ω−ωc)
2/2B2

e , (4)

with Be the equivalent bandwidth of the pulses.
In order to orient the main lobe along any directionr̂inc,

with arbitrarily oriented polarization, (3) is consideredas
defined within the local reference frame shown in Fig. 2 in
grey with primed quantities, reoriented with respect to the
global reference frame through a rotation matrixR.

The spherical unit vectorŝui(r) of the global reference
frame are juxtaposed into a matrixU(r), and the same is done
for the unit vectorŝu′

i(r
′) of the local reference frame into a

matrix U ′(r′). The local-frame fieldE′(r′) then appears to
the global frame asRE′(r′) and can be decomposed into the
global unit-vector representation as

Es(r, ω) = UT(r)RU ′(r′)E ′

s(r
′, ω), (5)

knowing thatE′

s(r
′, ω) = Es(r

′, ω)ϕ̂, as of (3);T is the
matrix transpose.

Since (3) makes use of the scalar Green’s function, it can
only account for far-field radiation. This is not an issue, since
the source-radiated field distribution over the auxiliary surfaces
has a relay role, as recalled in Sec. II.

Eq. (3) is also needed in order to predict the reference
(theoretical) field distribution that GTR is expected to produce.
It can be computed by using a plane-wave spectrum (PWS)
representation of the radiated field, which corresponds to the
far-field radiation [18], and thus coincides with (3) as sampled
over a spherical surface centered at the origin of the global
reference frame. The value chosen for the radiusR of this test
surface has no impact on the PWS computation, as long asR
is much larger than the radii of the auxiliary surfaces.

The refocused field distribution can then be computed by
switching the direction of the plane waves from outbound to
inbound, yielding

EGTR(r, t) =
1

2π

∫

dω ejωt
∫

dk̂ E∗

s(Rk̂, ω)e
jk·r, (6)

(a) (b)

Fig. 3: The hemispherical field scanner with the excitation
antenna (a) and the electro-optical probe (b) used during the
experimental validation. Notice that the scanner has two arms,
one mobile and the other used as a mechanical support, passing
through thexy plane.

with ∗ the complex conjugation,k the propagation constant
and k̂ the direction of propagation of each plane wave com-
posing the wavefront. The integration overk̂ is limited to
the directions covered by the auxiliary surfaces, in this case
only the2π steradian of the upper half space, i.e., the region
spanned by the field scanner described in Sec. IV.

IV. EXPERIMENTAL SETUP

Experimental tests were based on the setup shown in Fig.
3. It consisted of a reverberation chamber, of dimensions6×
3.5×2.5 m3, made of galvanised steel. A mechanical stirrer is
present but not rotated during the tests, in order to have a static
environment, which is a fundamental requirement in order to
ensure the best performance in a complex environment [20]. A
stirrer can still be of practical interest, as it effectively reduces
degeneracies in the modal response of a medium, as due to
symmetries.

The electric Green’s function, underpinning the synthesisof
the excitation signals discussed in Sec. II, is sampled thanks to
a dielectric robot. The robot was designed in order to weakly
perturb a propagation medium as it moves a probe over a
hemispherical surface [21]. The radius of this surface is equal
to 1.18 m and can be modified manually, by operating on the
probe holder, in order to sample the electric Green’s function
over two concentric surfaces, as required by Sec. II.

The electric field tangential to the hemispherical surface
was sampled with an electro-optical probe, manufactured by
Enprobe (model EFS-105). These probes have a flat frequency
response up to 3 GHz and are sensitive to phase shifts,
making them capable of capture information necessary for
time-domain analysis. They are also linearly polarized, with a
cross-polarization rejection higher than 40 dB. Theϑ andϕ
tangential scalar components of the electric field were sampled
by repeating the scan after rotating the probe by 90 degrees.

Choosing a frequency range for these experiments is a crit-
ical decision. On the one hand, increasing frequency enables
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Fig. 4: Layout of the scanned planar area, as part of thexy
plane.

the synthesis of finer focal spots, which would be interesting
to test as capable of higher spatial resolution; on the other
hand, the robot would introduce stronger perturbations and
thus risk degrading the coherence of the field [21]: it would
then be harder to understand if errors were due to limitations
in GTR or perturbations from the robot. Moreover, the fre-
quencies should be chosen as to ensure that the chamber stays
diffusive, i.e., avoiding extended frequency regions where
no resonant mode is accessible. For the above chamber, a
minimum frequency of about 500 MHz can be considered
as safe in this respect, as modal overlapping, partly enabled
by moderate losses, ensures that enough degrees of freedom
are available [22]. These considerations should be regarded
as a conservative requirement, being based on the behaviour
of a reverberation chamber excited by a single harmonic
signal. As TR applications cover bandwidths that would span
a large number of resonant modes of a chamber, standard
requirements for modal overlapping can be relaxed. Losses
also have an impact on the efficiency of TR and GTR, as they
directly control the intensity of the generated wavefront for a
given input peak power [10].

For our experiments we settled for the bandwidth1.5÷ 2.5
GHz as a good compromise between spatial resolution and
robot perturbation. The two hemispherical surfaces were then
set 3.5 cm apart, i.e., about a quarter of wavelength at 2 GHz;
this choice ensures that for all the frequencies consideredthe
sampled field distributions will be maximally uncorrelated, in
order to avoid any redundancy [23]. The angular sampling was
set to 2 degrees, corresponding to a spatial sampling of about 4
cm, in order to have data close enough to ensure a meaningful
spatial interpolation. Robot movements are fully automated
and controlled through an optical-fiber interface linked toa
personal computer.

A single excitation antenna was used, close to the stirrer, as
visible in Fig. 3. The antenna was a conical monopole, about
30 cm about the metallic floor, set obliquely. In fact, because of
the diffusive nature of waves propagating in the chamber, the
features of the antenna have no importance on the final results,
though different excitation signals would then be needed (see
Sec. II); the orientation chosen was in fact motivated by the
need to avoid any symmetry in the setup, which could reduce
the number of degrees of freedom on the field.

Transfer functions between the antenna and the field probe
were measured by means of a vector network analyzer (Rohde
& Schwarz ZVB8). Frequency sampling needs to be chosen
carefully, in order to avoid time aliasing, due to the relatively
long relaxation time of the chamber, around 1µs; 5000
frequency samples were acquired, with a step of 200 kHz,
thus a maximum time window of 5µs .

The data thus collected were used for the synthesis of the
excitation signals, using (2). Equally important are the data
needed in order to image the field distributions generated by
these excitation signals. In order to avoid scanning a surface
for each excitation signal used, as it would be necessary fora
time-domain excitation, we rather used a two-step approach,
requiring a post-processing phase. The idea is again to sample
the electric Green’s function but this time over the surface
over which the wavefront generated with GTR is to be imaged.
These samples are therefore no longer used for synthesis, but
rather for checking the accuracy of theoretical predictions.
Knowing these samples, later referred to asΠ(r, ω), the field
distributions can be computed as explained in Sec. V.

To this effect, a styrofoam block was introduced, oriented
as to have one of its surfaces tangent to thexy plane, hereafter
referred to as the planar monitor. It was used for holding
the electro-optical probe over a Cartesian grid graved overits
surface; the sampling distance was set to 3.1 cm. The region
shown in Fig. 4 was manually scanned, measuring the two
tangential polarizations at each point. The normal component
was not measured, since it was already proven that time-
reversed wavefronts excited in a reverberation chamber present
the same accuracy in the three field components, independently
of the source used [24].

V. I MAGING WAVEFRONTS

Given the transfer functionsΠ(r, ω) between the excitation
antenna and a positionr over the planar monitor, the time-
domain field generated by an excitation signalx(t) with a
Fourier spectrumX(ω) can be retrieved by computing

E(r, t) =
1

2π

∫

dω Π(r, ω)X(ω)ejωt. (7)

The analysis of the accuracy of the wavefronts generated
by GTR is based on sources withψs = 40 degrees (see Sec.
III); Sec. VI-C also considers the caseψs = 10 degrees. The
angular distributions of these two wavefronts, i.e, the modulus
of their PWS, are shown in Fig. 5.

Apart from Sec. VI-C, all the results involve wavefronts
evolving in time as Gaussian pulses withBe = 500 MHz, in
order to ensure a high contrast between the coherent wave-
fronts and the background diffuse contribution. The rationale
is to create the conditions for judging unambiguously if the
wavefronts generated with GTR do indeed evolve as in free-
space conditions. The effects of reducing the bandwidth and/or
the focusing power are discussed in Sec. VI-C, where they are
shown to be two facets of the same problem.

In this section we first consider the generation of a Gaussian
wavefront propagating along the directionϑ = ϕ = 90
degrees, towards the floor. Its polarization is set to be tangent



5

Fig. 5: Angular distribution of the Gaussian beams used
throughout the experimental validation: (a)ψs = 40 degrees,
(b) ψs = 10 degrees.
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Fig. 6: An example of excitation signals obtained with GTR,
for the wavefronts shown in Fig. 11, for a normal incidence
along they axis (top figure) and an oblique one, tilted by40
degrees along thexy plane (bottom figure).

to the planar monitor, i.e., to the planexy, or a ϕ̂-polarized
wave. The focus is set in the center of the imaged region.

Combining the data collected with the setup described in
Sec. IV together with the theoretical wavefront distribution at
the auxiliary surfacesΣi as in (2), we obtained the excita-
tion signals expected to reproduce the wavefront within the
chamber. Two examples of such signals are presented in Fig.
6, encoding the information needed for generating focusing
wavefronts along two directions of incidence. They share the
same envelope, as this is directly controlled by the relaxation
response of the medium.

Rather than synthesizing these signals in time domain and
injecting them into the chamber through the antenna, we
proceeded as explained at the beginning of this section. The
field distribution over the planar monitor was then computedat
a few time instants, in order to observe the focusing wavefront
as it approaches the focal region.

Figs. 7 and 8 present the evolution of theEx component
of the field, respectively theoretically and experimentally. The
results closely agree both in the time and space evolution.
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Fig. 9: Distributions of the horizontal (Ex) and vertical (Ey)
field components expected (left column) and measured (right
column) att = 0. Linear correlation between the theoretical
and experimental results is 97% forEx and 94% forEy.
Results normalized to the peak of the norm of the respective
electric fields.

The existence and intensity of the background fluctuations
can be appreciated in Fig. 8 fort = −5 ns, when the
wavefront is expected to be negligible. The field distribution
then resembles closely a speckle distribution, with cells about
half a wavelength wide.

The coherent evolution of the generated wave is further
confirmed in Fig. 8 att = 3 ns, where the distribution matches
that of a wavefront reflected by the floor and moving back
upwards. The divergence and delay are in good accordance
with the total distance travelled from the focus.

Hereafter only results fort = 0 will be discussed. The
focal instant can be regarded as the most important one, as
it shows the wavefront that would impinge onto an system if
it was present in the chamber in the first place, also during
the sampling of Green’s functions. It would be impossible to
image the impinging field distribution in this last case, since
the scattered field would overlap with it; tests carried out in the
conditions described in this paper therefore provide precious
information for the definition of applications that could benefit
from GTR performance.

Fig. 9 shows the two measured field components fort = 0,
compared to those expected for the convergent version of the
Gaussian wavefront. Data match very closely, providing an
explanation for our showing only the horizontal component
Ex of the electric field, which is also the dominant one.

VI. WAVEFRONT FIDELITY

Having verified the accurate reproduction of the convergent
wavefront, it is fundamental to assess whether GTR can
generate it with the same accuracy even when its focus and
directions of arrival are changed. The theoretical derivations
in [9] concluded that the homogeneous characteristics of
diffusive media should ensure a comparable reproduction for
any set of parameters, at least on average.
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Fig. 7: Theoretical distributions of the horizontal field componentEx expected over the region shown in Fig. 4, forψs = 40
degrees,Be = 500 MHz. Results normalized to the peak of the norm of the electric field at t = 0.
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Fig. 8: Field distributions ofEx measured over the region shown in Fig. 4, forψs = 40 degrees,Bs = 500 MHz,. At t = −5
ns, only background fluctuations are visible; att = 3 ns the wavefront propagates back after reflecting on the metallic floor.
Results normalized to the peak of the norm of the electric field at t = 0.
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Fig. 10: Measured field distributions forEx, for ψs = 40
degrees,Be = 500 MHz and t = 0, as the position of
their focus is displaced horizontally, by 20 cm steps. Linear
correlation between the four field distributions is above 95%.
Results normalized to the peak of the norm of the electric field
at t = 0 for the original central position shown in Fig. 9.

A. Moving the focal spot

The field distribution observed att = 0 was studied as
the position of the focal spot changes. Four positions were
considered, following a sequence of 20 cm horizontal displace-
ments. The results are shown in Fig. 10 for the dominant field
component,Ex. An excellent fidelity was found, with both the
field structure and its amplitude practically unchanged.

B. Changing direction of arrival

The next test was to verify the wavefront fidelity when the
direction of arrival changes. Since rotations would also affect
the orientation of the main polarization, it is now necessary to
study the polarization vector of the field. Five directions were
considered, forϕ changing from -40 to 40 degrees around the
initial direction, in steps of 20 degrees.

The results are shown in Fig. 11, where theoretical field
distributions are compared with those found in practice. The
agreement is again satisfying, with the focal regions practically
identical to theoretical predictions. As discussed in Sec.VI-C,
the regions outside the focal region are more strongly affected
by random fluctuations inherent in the use of a diffusive
medium; as a result, the agreement is not perfect outside the
focal region.

C. Focusing and contrast

Previous results were obtained in optimal conditions, choos-
ing wavefronts both confined in time (wide bandwidth) and
in space (high values ofψs). The reason for the optimal
performance for this case can be understood by recalling that
wavefront-related quantities (e.g., received signals) present a
mixture of coherent components, i.e., the wavefront meant to
be generated, and incoherent ones, i.e., the random background
fluctuations observed in the field distributions. It was shown
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Fig. 11: Vector field distributions (theoretical on the leftand
measured on the right), forψs = 40 degrees,Be = 500
MHz and t = 0, for wavefronts impinging along a direction
of arrival r̂inc ∈ xy, rotated by 20 degree steps, from -40
degrees to 40 degrees with respect to theŷ axis. Results are
normalized to the peak value of each field distribution. Linear
correlation coefficients between experimental and theoretical
spatial distributions of the field norm are 95%, 94%, 93%,
93% and 92%, from top to bottom.

in [25] that the ratio between the average energy densities
conveyed by these two components is fixed by the statistical
properties of the medium itself; e.g., for a diffusive medium
it is equal to one.

This result has a very practical implication: if the coher-
ent energy is fixed, then depending on how it is shaped,
the instantaneous power can take very different values. For
instance, if energy is shaped into a short pulse, the peak
to energy ratio will be maximized, leading to a peak in the
coherent component, making it stay well above the background
fluctuations. On the contrary, if a narrower bandwidth is
chosen, the energy will be spread over a larger time interval,
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Fig. 12: Comparison betweenEx field distributions obtain for
two Gaussian beams, withψs = 40 degrees (left column) and
ψs = 10 degrees (right column), as the equivalent bandwidth
Be changes. Notice how the focal region is hardly affected
for ψs = 40 degrees, even for a relatively narrow bandwidth,
as opposed to the case forψs = 10 degrees. Results are
normalized to the peak value of each field distribution. Linear
correlation coefficients between experimental and theoretical
spatial distributions are, from top to bottom, 97%, 95%, 94%
and 93%, forψs = 40 degrees and 94%, 93%, 87% and 73%,
for ψs = 10 degrees.

hence a lower peak instantaneous power, with a subsequent
risk of having it drowned into the background fluctuations.

This reasoning leads to conclude that both time and spatial
focusing play the same role: weakly converging wavefronts,
somewhat closer to plane waves over regions spanning several
wavelengths, also spread energy over space. Examples going
in this sense are shown in Fig. 12, where wavefronts with
different combinations of bandwidth and angular convergence
are considered. For the same bandwidth, the focal region can
be shown to be about 6 times larger whenψs = 10 degrees
than forψs = 40 degrees. As a result, in order to maintain

a similar contrast between the coherent wavefront and the
background in the two cases, a bandwidth about 6 times larger
is required forψs = 10 degrees. This conclusion is consistent
with the observation of similar background fluctuations in the
results forBe = 250 MHz (for ψs = 10 degrees) andBe = 50
MHz (for ψs = 40 degrees).

In short, bandwidth and angular divergence do not put into
question the ability of GTR to generate accurate wavefronts,
but rather need to be regarded as design parameters that
impact the margin between the wavefront and the background
fluctuations.

VII. C ONCLUSIONS

GTR was applied to a reverberation chamber, as a way of
generating coherent focusing wavefronts. These were proven
to create focal regions very close to those theoretically com-
puted. Moreover, their features were practically independent
of their direction of arrival or position.

The results shown make clear that the appearance of the
wavefronts is not due to a local compensation of the medium
response, but corresponds to an actual wavefront interacting
with the medium boundaries, as proven by the reflections
shown in Fig. 8.

GTR is therefore an effective way of generating arbitrary
focusing wavefronts with a single antenna. Its main limitations
are the need for a low-perturbation field scanner and suffi-
ciently high space-time focusing, which make it better suited
to the generation of pulsed wavefronts.
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