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Abstract—The max-min signal-to-interference-plus-noise ratio
(SINR) problem is considered in a coordinated network wherein
L base stations (BSs) each equipped with N antennas serve in
total K single-antenna users that are uniformly distributed in the
network. We conduct the analysis in the asymptotic regime in
which N and K grow large to compute a deterministic approxi-
mation for the max-min SINR. The results are independent from
fast-fading and users’ locations and thus allow one to determine
the optimal max-min SINR given basic system parameters such
as cell radius, K, N and pathloss exponent. The provided
framework can be utilized for analyzing the problem without
the need to run system level simulations and for finding the
optimal N , K, resource allocation and BS placement. Numerical
results are used to validate the analytical results in a finite system
regime and to evaluate the effects of system parameters on the
system performance.

I. INTRODUCTION

Coordinated multi point transmission (CoMP) has been
studied extensively in literature as an efficient method to
handle inter-cell interference (ICI) [1]. Due to fast fading
channels, the impact of different system parameters has been
largely investigated via Monte Carlo simulations. However,
the advent of large dimensional networks (as envisioned in
5G networks) have spurred renewed interest in random matrix
theory (RMT) [2] for the analysis and design of wireless
communication systems. Even though the use of RMT allows
one to remove the functional dependence of performance met-
rics from fast fading channels, it still requires a deterministic
placement of user equipment terminals (UEs). In this work, we
aim at computing asymptotic approximations of performance
metrics that are independent of fading and UE locations. A
similar approach is followed in [3] but for a simple one
dimensional network in which only two base stations (BS)
along with UEs are located on a line. An alternative approach
to tackle such a problem is stochastic geometry as in [4]–
[6]. Despite being a very powerful tool, stochastic geometry
has not yet led to tractable results considering advanced joint
multi-cell processing [3].

Coordinated multi-cell resource allocation is generally for-
mulated as an optimization problem in which a desired
network utility is maximized subject to some requirements
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[1], [7]. In this work, we consider the max-min signal-to-
interference-and-noise ratio (SINR) problem, or equivalently,
SINR balancing problem subject to a given total power con-
straint. This problem is closely related to the total power
minimization problem subject to a given minimum SINR
constraints. In [8], the authors proved that for multiple-input-
single-output (MISO) downlink systems the two optimization
problems are dual of each other. Both problems have been
addressed extensively in the literature (see for example [1],
[7], [9]–[13]). The max-min SINR problem was first addressed
in [14] using an extended coupling matrix approach. The
works in [8], [15] reformulate the problem based on conic pro-
gramming. An approach based on nonlinear Perron-Frobenius
theory [16] is proposed in [17] where the extension to MIMO
downlink transmissions is given in [18]. The work in [19]
considers the common rate maximization (or rate balancing)
problem for the multi-antenna receiver case with per-antenna
power constraint.

One of the first works considering large system analysis
for linear receiver design is given by [20]. A single-cell
setting under the assumption of Rayleigh fading is considered
in [21], [22] whereas the multi-cell case is investigated in [23]–
[25]. Under a more restrictive assumption, the authors in [26]
provide an asymptotic analysis in a simple case where UEs
in a network with two cells are required to be served with
the same target rate. The analysis is extended in [27] for
the minimization of the maximum power problem with ho-
mogeneous channel setting. The works in [28], [29] study the
sum rate performance of zero-forcing (ZF) and regularized ZF
precoding in large MISO broadcast systems. The work in [30]
studies joint beamforming and power control in a coordinated
multi-cell downlink system employing the nonlinear Perron-
Frobenius theory and RMT. The recent work in [31] focuses
on the downlink and uplink of large-scale single-cell multi-
user MIMO systems and aim at reducing the complexity of
the linear SINR balancing precoder.

In this work, we utilize RMT to analyze multi-cell coop-
erative systems that account for channel fading and random
UE locations. In particular, we do not assume a deterministic
placement of user terminals but we average over random UE
locations. As mentioned before, the max-min SINR and power
minimization problems are closely related. The max-min SINR
problem can be solved using a bisection method [32] where at



each iteration an instance of the power minimization problem
is solved. Keeping this in mind, we first derive an asymptotic
approximation for the total power consumption (given a set
of SINR targets) as a function of SINR targets and basic
system parameters such pathloss exponent, number of UEs
and antennas and cell radios. Interpreting the total power
consumption as power budget, we then get a relation between
users’ SINRs and basic system parameters which allows to
determine the optimal SINR assignment. In the single-cell
case, the solution to the max-min SINR problem is computed
in closed form. For the general multi-cell case, the optimal
SINR assignment is determined by using a bisection method.
Note that the problem solved at each iteration is much sim-
pler as compared to available methods that rely on convex
optimization tools. Moreover, the resulting SINRs need to be
recomputed only when the basic system parameters change.
The results allow one to find approximations of the average
system performance irrespective of fading and UE locations
and to answer questions related to power budgeting, BS
deployment strategies and network dimensioning. Moreover,
the developed framework allows to study the aforementioned
problems without the need to run Monte Carlo simulations.

The paper is organized as follows. The problem formulation
is presented in Section II. The asymptotic analysis is provided
in Section III and it is validated by means of numerical results
in Section IV.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider the downlink of a multi-cell multi-user MIMO
system composed of L cells where each BS has N antennas. A
total number of K single-antenna UEs are randomly dropped
in the coverage area. We assume that each UE is assigned
to a single BS while being interfered by the other BSs. We
denote the set of Kb UEs served by BS b as Ub and the
index of the BS associated to UE k as bk. The set of all
UEs is represented by U whereas B collects all BS indexes.
Under this convention, we define hb,k ∈ CN as the channel
from BS b to UE k assuming that hb,k = a

1/2
b,k zb,k where

zb,k ∼ CN (0, IN ) represents the small-scale fading with a2
b,k

representing the large scale channel gain (or pathloss) from
BS b to UE k. Denoting by vk ∈ CN and pk the normalized
precoding vector and transmit power of UE k from its intended
BS bk, respectively, the received SINR at user k is given by1:

γ̃k
DL =

pk

∣∣∣hH
bk,k

vk

∣∣∣2∑
j∈Ub\k

pj

∣∣∣hH
b,kvj

∣∣∣2 + σ2

, ∀k ∈ U . (1)

Under the assumption of Gaussian inputs with zero mean and
unit variance, the max-min SINR problem can be formulated
as [14]:

1The objective can be straightforwardly generalized to a weighted minimum
SINR maximization where the SINR values are weighted by arbitrary user
specific priority factors.

max
{vk,p}

min
k∈U

γ̃DL
k (2)

s.t. ‖p‖1 ≤ PTX

‖vk‖ = 1, ∀k ∈ U

The vector {p} contains {pk ∀k ∈ U} values and the power
available at BSs is upper bounded by a sum power constraint
{PTX}. The thermal noise power σ2 is normalized to unity
throughout the work without loss of generality.

We now review the well-known iterative bisection solution
for SINR balancing problem that is essentially based on the
link between the SINR balancing and the power minimization
under SINR constraints underlined in [1]. The idea behind
the bisection algorithm is to solve a sequence of power mini-
mization problems with fixed user specific SINR requirements
imposed on the system at each step of the algorithm. While
searching for the optimal SINR assignments, the bisection
algorithm is stopped when the optimized sum power is within
an ε-distance from the power budget PTX.

The power minimization problem that need to be solved at
each bisection iteration is given as [1]

min
{p,vk}

∑
b∈B

∑
k∈Ub

pk (3)

s.t. γ̃DL
k ≥ γk, ∀k ∈ U

where γk is a fixed SINR target set by the outer bisection
algorithm. The above problem can be solved using different
approaches based on iterative uplink-downlink duality [1],
on the centralized SOCP formulation [7] or using decentral-
ized dual or primal decomposition techniques [7], [13]. The
solution of interest in this work is uplink-downlink duality
approach where the dual problem for (3) is formulated as [1]

min
{vk},{λk}

∑
b∈B

∑
k∈Ub

λk
N
σ2 (4)

s.t. γ̃UL
k ≥ γk, ∀k ∈ U

where γ̃UL
k is the dual UL SINR expression, and {λk/N}

correspond to the Lagrange multipliers associated to the SINR
constraints in (3) and can be thought as the solutions to the
above dual UL power minimization problem.2 An immediate
consequence from duality is that under the given constraints
both UL and DL have the same total power consumption.
Moreover, the SINR targets can be achieved by the same set
of beamforming vectors.

The solution to uplink problem is known to be given using
a fixed point iteration formula as [1]

λk(t+ 1) = λk(t)
γk

γ̃UL
k (t)

(5)

2Note that the Lagrange multipliers λk are scaled by the factor N to ensure
that the total power of system is finite, when N grows large.



where t is the iteration index and γ̃UL
k (t) is given by

γ̃UL
k (t) = λk(t)hH

bk,k

 ∑
j∈U\k

λj(t)hbk,jh
H
bk,j

+NIN

−1

hbk,k

(6)

which corresponds to the SINR at iteration t for given fixed
uplink powers {λk(t)/N}. The optimal {vk} correspond to
a set of normalized minimum mean square error (MMSE)
receivers:

vk =
ṽk
‖ṽk‖

, ṽk =

 ∑
j∈U\k

λjhbk,jh
H
bk,j

+NIN

−1

hbk,k.

(7)

The SINR formulation in (6) tends to a deterministic value
while system dimensions (N and K) grow large which in turn
allows a deterministic expression for uplink powers in (5).
In doing so, we perform large system analysis in the next
section to get an accurate approximation for the solutions of
the problems in hand.

III. LARGE SYSTEM ANALYSIS

We exploit the theory of large system analysis to compute
first the so-called deterministic equivalents of uplink powers
in the minimum power beamforming problem. We then utilize
these results to find approximations of the optimal SINR
assignment in the finite system regime. In doing so, we assume
the following grow rate of the system dimensions:

Assumption 1. As N → ∞, 0 < lim inf KN ≤ lim sup K
N <

∞.

Theorem 1. Under Assumptions 1, the power terms in (4)
converge asymptotically to λ̄k as λk − λ̄k → 0 almost surely

λ̄k =
1

ηbk

γk
a2
bk,k

(8)

and

ηbk =

1− 1

N

∑
j∈U

1

1 + 1
γj

ηbj
ηbk

a2bj,j

a2bk,j

 (9)

Proof: We formally prove λk − λ̄k
N→∞−−−−→ 0 via a

contradiction argument as in [25], [33] where a sketch of the
proof is presented in Appendix A.

The above results give the deterministic equivalents for
uplink powers irrespective of channel fading. However, the
results still depend on users’ locations. Thus, we proceed
further by taking advantage of randomness of large scale path-
gains. Based on these results, we first give the corresponding
deterministic equivalent for ηb in concise form irrespective of
fading and users’ locations. To this end, we make the following
assumption on the network setting:

Assumption 2. Consider a honeycomb-structured cellular net-
work with Rayleigh fading channel and UEs distributed within

the cell radius R of each cell. Assume also that the target
SINRs {γk} are taken from 0 ≤ γmin ≤ γk ≤ γmax <∞ with
a given probability distribution.

Then, using the Fubini theorem [2], an asymptotic approx-
imation of ηbk in (9) can be computed as follows:

Lemma 1. If Assumptions 1 – 2 hold true, then ηb − η̄ → 0
almost surely with

η̄ = 1− Kb

N
(ϑ1 + ϑ2) (10)

where

ϑ1 =

∫ γmax

γmin

γ

1 + γ
Fγ(γ)dγ

ϑ2 =
∑
b′ 6=b

∫ π

−π

∫ γmax

γmin

∫ R

1

1

1 + a2(r)
γa′2(θ,r′)

Fθ(θ)Fr(r)Fγ(γ)drdγdθ

(11)
with Fx(x) denoting the probability distribution function of
random variable x. The number of users per cell Kb is
assumed to be the same for all BSs. Also, we have r′ =√
r2 + 4d2

b′ + 4rdb′ cos θ, where, db′ denotes the distance
between BSs b′ and b.

Proof: The proof is given in appendix B.
Under uniform user distribution and SINR assignment, we

simply have Fγ(γ) = 1
γmax−γmin

, Fθ(θ) = 1
2π and Fr(r) = 1

R .
However, other settings are also possible by plugging cor-
responding probability distribution functions into the lemma.
The quantity η̄ in Lemma 1 can be plugged into (8) to obtain
a deterministic equivalent for λ̄k that depends only on its own
path gain value. Given the pathloss dependent uplink powers
λ̄k/N , we can derive the deterministic approximation for total
power consumption as in the following corollary.

Corollary 1. If Assumptions 1 – 2 hold true and abk,k is
modeled as a2

bk,k
= 1

rρ with ρ being the pathloss exponent,
the optimal total transmit power for serving K = LKb UEs
in the network, under uniform user distribution and SINR
assignment, can be approximated by

Pt =
L

η̄

Kb

N
χ =

L

1− Kb
N (ϑ1 + ϑ2)

Kb

N
χ (12)

where χ =
γ2

max−γ
2
min

2(γmax−γmin)
Rρ+1−1
R(ρ+1) σ

2.

Proof: The total power consumption is simply given by
Pt =

∑
k
λk
N that converges to an expected value (due to

strong law of large numbers) given by integration of (8) with
respect to r and γ, when a2

bk,k
= 1

rρ and η̄ is plugged into (8),
and when Fγ(γ) = 1

γmax−γmin
and Fr(r) = 1

R .
Now, we have an approximation for total power consump-

tion in asymptotic regime that is given as a function of SINR
constraints and basic system parameters. In general, it is
difficult to inversely present the SINRs as a function of total
power. However, under a simplified single cell setting with
γk = γmin = γmax = γ, we have the optimal SINRs in closed
form.



Corollary 2. If Assumptions 1 – 2 hold true and abk,k is
modeled as a2

bk,k
= 1

rρ with ρ being the pathloss exponent,
the optimal SINR assignment γ in a single cell setting is
approximated as

γ =
−b+

√
b2 + 4a

2a

a =
Kb

N

Rρ+1 − 1

R(ρ+ 1)

σ2

PTX
, b = a+

Kb

N
− 1.

(13)

Proof: Assigning Fγ(γ) = δ(γ), where δ(γ) denotes
the Dirac delta function, allows a closed form expression for
integration in (11) which in turn gives an equation based
on (12) whose solution results the optimal SINR assignment.

In the generic multi-cell setting, we can search for the
optimal SINR assignment using bisection method. We define
the problem as the search for the range of supported SINRs
[γmin, γmax] with a given power budget PTX. The feasibility of
the problem for a given range can be easily checked using (12).
Let us first define an SINR range parameter as γrange. In the
bisection algorithm detailed below, we look for the maximum
feasible SINR values γmax with a given range γrange. The
proposed method is presented in Algorithm 1.
Algorithm 1 SINR balancing in general multi-cell scenario.

1: Initialize γtop with sufficiently large value, set γbottom =

0, and set γmax =
γtop−γbottom

2 . Let ε > 0 be the desired
accuracy.

2: loop
3: Set γmin = max(0, γmax − γrange).
4: Get the total power consumption Pt from Corollary 1

and return γmax if PTX − Pt ≤ ε.
5: if Pt > PTX then
6: Set γtop = γmax and γmax =

γtop−γbottom

2 , else γbottom =

γmax and γmax =
γtop−γbottom

2 .
7: end if
8: end loop

Compared to available methods in literature, this algo-
rithm is particularly simple as it does not require solving
any optimization problem. Instead, only a single equation is
evaluated at each iteration. Moreover, the resulting SINRs
are independent of fading and user locations and need to be
computed only once for a given set of system parameters.

To conclude this section we present a feasibility condition as
the final result that is determined by parameter η. Notice that η
in (10) and consequently power is positive and finite provided
that Kb

N (ϑ1 +ϑ2) < 1. Therefore, a set of SINR targets can be
satisfied depending on the sign of η value. Later in numerical
results, we investigate the effects of system parameters on the
optimal SINR assignment and feasibility condition.

IV. NUMERICAL ANALYSIS

We consider a network with L = 7 cells and assume that
UEs are equally distributed among cells. The pathloss function
is modeled as ab,k = (d0/db,k)2.5 where {db,k} represents the
distance between BS b and UE k and d0 = 1 m is the reference
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Fig. 1: The rate (b/s/Hz) versus the number of antennas in a
single cell scenario with N/K=1, PTX=10 mW, ρ = 2.5 and
R = 500 m.

distance. The BSs are placed 1000 m apart from each other.
The transmission bandwidth is W = 10 MHz and the total
noise power σ2 = WN0 is -104 dBm.

In order to evaluate the accuracy of the closed form SINR
approximation in Corollary 2, a single cell setting is consid-
ered where users are dropped randomly on the coverage area
and assigned with the same SINR target (γmax = γmin) to be
maximized given the power budget PTX = 10 mW. For each
random drop, uplink powers are calculated from Theorem 1,
and the resulting sum power

∑
k λ̄k/N is used in the bisection

search to find the corresponding max-min SINR γ (and the
rate calculated as log2(1+γ)) values. The drop specific SINR
(rate) values are then averaged over 1000 drops.

Fig. 1 shows the convergence of the averaged max-min rate
to the deterministic equivalent given by (13) while system
dimensions (total number of users K and number of antennas
per BS N ) increase. The small gap in the case with N = 10
indicates the fast convergence rate of the deterministic equiva-
lents. The color bars depict the density of actual max-min rates
for random users’ drops. It can be seen that the drop specific
max-min rates are mainly focused around the deterministic
equivalents. Moreover, it can be observed that the variance of
actual max-min rates is decreased while the dimensions are
increased. Basically the same behavior can be observed also
in the multi-cell scenario depicted in Fig. 2. In this case, the
deterministic equivalents for max-min rates are found using
bisection method (Alg. 1) with relatively high spatial loading
ratio K/N = 4.

Next, the effect of system parameters on the deterministic
equivalents for max-min rates in multi-cell scenario is inves-
tigated. All users are assigned to be served with the same
max-min rate (γmax = γmin) while the total power budget
is varied from 10 mW up to 5 W for different values of
path-loss exponent ρ. Table I shows the resulted rates. The
system parameters dictate the rates via the terms (ϑ1 + ϑ2)
and χ in (12), where (ϑ1 + ϑ2) accounts for the effect of
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TABLE I: Maxmin rate vs. power budget and pathloss expo-
nent, R=500 m

Pbud 10mW 100mW 1W 5W
ρ = 2.5 2.4 2.69 2.726 2.73
ρ = 3.5 0.14 0.85 2.32 3.24
ρ = 4 0.014 0.14 0.54 1.37

Rates (b/s/Hz/UE)

interference while χ depicts the signal energy attenuation. In
general, increasing pathloss exponent decreases the supported
rates as depicted in Table I. As an exception, in the case with
PTX = 5 W, a rise in pathloss exponent from 2.5 up to 3.5
results in an increase in the rate. This is due to the dominance
of inter-cell interference where larger pathloss reduces the
level of interference and results in a higher max-min rate.
Another observation is the saturation of the supported max-
min rate as the power budget is increased. In the case with
ρ = 2.5, for example, increasing power budget beyond 100
mW improves the rate only marginally as the system becomes
interference limited.

As mentioned before, the parameter η gives a feasibility
condition for a given set of system parameters. In order
to study the effect of system parameters on the feasibility
condition, we determine the required ratio of K/N for a
given target rate, pathloss exponent and cell radius directly
from (12). As expected, Table II shows that a smaller ratio
is required for satisfying increasing target rates. For very
large target rates, every BS should have enough degrees of
freedom (asymptotically one degree per user) to handle the
increased inter-cell interference. This can be already observed
in the table as the rate target is increased. However, higher
spatial loading K/N can be allowed for smaller target rates
as the interference from more distant cells is reduced. Another
observation is that the variation in cell radius does not alter the
ratio K/N . This is simply due to the fact that the increasing
cell size is compensated with a larger power budget for given

TABLE II: The feasibility condition versus system parameters

Target rate (b/s/Hz/UE) 1 2.6 3.4 4.4 5.7
R=100m 8.5 3.7 2.7 2.2 1.7

R=1000m 8.5 3.7 2.7 2.2 1.7
K/N

target rates.

V. CONCLUSIONS

Large system analysis of max-min SINR problem was
considered in multi-cell multi-user network with coordinated
beamforming. The results allow one to determine optimal
max-min SINR assignment irrespective of users’ locations and
channel fading given basic system parameters such as cell
radius, K, N and pathloss exponent. The derived deterministic
equivalents can be utilized for system dimensioning without
the need to run system level simulations, i.e, finding the
optimal N , K, resource allocation and BS placement.

APPENDIX A
PROOF OF THEOREM 1

We begin with rewriting (5) as follows

γk
λk

=
1

N
hH
bk,k

(
Σ
\k
bk

+ IN

)−1

hbk,k (14)

where Σ
\k
bk

=
∑

j∈U\k

λj
N hbk,jh

H
bk,j

. Due to dependency of

variables {λj} on channel vectors, it is not possible to ap-
ply trace lemma [2, Theorem 3.4] directly. Lets assume for
a moment that {λj} values are independent from channel
vectors. Then, using trace lemma [2, Theorem 3.4] yields
1
N hH

bk,k

(
Σ
\k
bk

+ IN

)−1

hbk,k −
a2bk,k
N Tr

{
(Σ
\k
bk

+ IN )−1
}
→

0 almost surely. Furthermore, applying rank-1 perturba-
tion lemma [2, Theorem 3.9] and using (14) yields γk

λk
−

a2bk,k
N Tr

{
(Σbk + IN )−1

}
→ 0 almost surely. Finally, from

well known random matrix theory results [2], we have
1
N Tr

{
(Σbk + IN )−1

}
− ηbk

N→∞−−−−→ 0 almost surely, where
ηbk is the Stieltjes transform of Σbk and at the end from
[28, Theorem 1] we get ηb as in the corollary. We still need
one more step to show the derived λ̄k with independence
assumption is a deterministic equivalent for λk which can be
proved via a contradiction argument as in [25], [33]

APPENDIX B
PROOF OF COROLLARY 1

First we evaluate the error due to plugging 1
1+τj

instead of
1

1+τjςj
in (9) as

1

1 + τj
− 1

1 + τjςj
=

τj(ςj − 1)

(1 + τjςj)(1 + τj)
= ιj (15)

where τj ,
a2bj,j

γja2b,j
and ςj , ηbj/ηb. Now, writing each

term inside the summation of (9) as 1
1+τj

+ ιj , the error
terms {ιj} are averaged out by the summation, and hence,
converge to E{ι} due to strong law of large number (SLLN).
Bounding |E{ι}| using some inequalities, we get |E{ι}| ≤
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Fig. 3: Location of users in the network in polar coordinate

|E{ς} − 1|
(c)
≈ 0. Finally, notice that E{ηb} = η̄, ∀b in the

symmetric network defined in Assumption 2 which, using
approximation E

{
ηb
ηb′

}
≈ E{ηb}

E{ηb′}
= η̄

η̄ = 1 (see [34]), yields
equality (c). Thus, we can conclude that the error due to using

1
1+τj

instead of 1
1+τjςj

in (9) disappears asymptotically.
Now, ηb is given in a non-iterative form and we can

proceed by averaging channel gain values. Figure 3 shows the
position of a user in the serving BS with respect to neighbor
cells. Since pathloss depends on distance between the user
and the BS, we can average ηb in (9) with respect to random
entities r and θ, thanks to the strong law of large numbers.
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