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On the structure of polyhedral positive invariant
sets with respect to delay difference equations

Mohammed-Tahar Laraba, Sorin Olaru and Silviu-Iulian Niculescu

Abstract This chapter is dedicated to the study of the positive invariance of poly-
hedral sets with respect to dynamical systems described by discrete-time delay dif-
ference equations DDE. Set invariance in the original state space, also referred to
as D-invariance, leads to conservative definitions due to its delay independent prop-
erty. This limitation makes the D-invariant sets only applicable to a limited class
of systems. However, there exists a degree of freedom in the state-space transfor-
mations which can enable the positive invariant set-characterizations. In this work
we revisit the set factorizations and extend their use in order to establish flexible
set-theoretic analysis tools. With linear algebra structural results, it is shown that
similarity transformations are a key element in the characterization of low complex-
ity invariant sets within the class of convex polyhedral candidates. In short, it is
shown that we can construct, in a low dimensional state-space, an invariant set for a
dynamical system governed by a delay difference equation. The basic idea which en-
ables the construction is a simple change of coordinates for the DDE. The obtained
D-invariant set exists in the new coordinates even if its existence necessary condi-
tions are not fulfilled in the original state space. This proves that the D-invariance
notion is dependent on the state-space representation of the dynamics. It is worth to
recall as a term of comparison that the positive invariance for delay-free dynamics
is independent of the state-space realization.

1 Introduction

The construction of positive invariant sets is an essential concept in relationship with
stability analysis and in general in control theory with applications in constrained
control, uncertainty handling and design problems. It serves as a basic tool in model
predictive control [1], fault tolerant control [2] and reference governor design [3].
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Two popular constructions of positive invariant sets for delay difference equa-
tions exist. The first approach, referred to as Krasovskii approach, makes use of the
fact that in discrete-time a finite dimensional extended state space model can be
constructed. The study is then simplified in the case of linear discrete time systems
as long as the difficulties related to the infinite dimensionality of the state space are
avoided. A higher dimensional linear time-invariant system is obtained, its dimen-
sion is finite but is in direct relation with the delay value. The equivalent linear time
invariant model [4–6] provides an invariant set for the delay difference equation [7].
However, this approach suffers from an increased computational complexity with
the delay’s size and become impracticable when delays are relatively large. Hence,
an alternative approach for the construction of invariant sets for DDEs referred to as
Razumikhin approach and denoted as D-invariance has been considered [8]. This
approach has been formulated to obtain an invariant set for the DDE in the original
state space, which is independent from the delay value. Iterative procedures for the
construction of D-invariant sets as well as the relationship between time-varying
DDE stability and D-invariance were presented in [9–11]. However, the concept of
D-invariance is often conservative as long as the existence conditions are restrictive.

Recently, it has been recognized that D-invariance can be seen from the geomet-
rical point of view as a factorization of invariant set in the extended state space [12].
It has been established that the extended state space invariance corresponds to a
minimal factorization while D-invariance, under the constraints imposed by the di-
mension of the DDE, represents the maximal regular ordered factorization. This
interesting result opens the way for factorizations which are in between the two
representations by exploiting non-minimal state space equations.

In this chapter, the link between the Razumikhin approach and the Krasovskii
approach will be revisited using set factorization. The proposed framework yields
a fitting trade-off between the conceptual generality of the extended state space ap-
proach and the computational convenience of the D-invariance approach. We show
that D-invariance, which can be seen as set factorization of an invariant set in the
extended state space, represents a particular realization of a broader family of invari-
ant structures. The relationship between these families of invariant sets is established
via set factorization and conjugacy.

After establishing the general result, a numerical example will be detailed for il-
lustration. Therein, a dynamical system with a maximum delay equal to 2 and a state
space representation of dimension 2 will be studied. For this delay difference equa-
tion, the necessary condition for the existence of D-invariant sets proposed in [13]
are not fulfilled. However, we propose a simple similarity transformation, which
leads to a regular ordered factorization of the extended-state invariant set, and thus,
allows the construction of a D-invariant set in the novel basis. The chapter is orga-
nized as follows. Section 2 presents some preliminary definitions and the existing
results of [12] are recalled. In section 3, the problem of existence and uniqueness of
similarity transformations for the construction of D-invariant sets is addressed. The
shape of the similarity transformation which allows a regular ordered factorization
is established in section 4. In section 5, a numerical example is given to illustrate
the previous results and finally section 6 draws concluding remarks.
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2 Preliminary definitions and existing results

Let us consider the following delay difference equation:

x(k) =
d

∑
i=1

Aix(k− i) (1)

where x(k) ∈ Rn is the state vector at the time k ∈ Z+. Matrices Ai ∈ Rn×n for i =
1, · · · ,d. For every interval Π of R+ we define RΠ :=R∩Π . The initial conditions
are considered to be given by x(−i)∈Rn, for i∈Z[1,d]. Given two sets X ,Y ⊂Rm,
X ⊕Y and X ×Y denote the Minkowski sum and the Cartesian product of these
two sets, respectively, defined as follows:

X ⊕Y := {z| ∃(x,y) ∈ (X ,Y ) such that z = x+ y} .

X ×Y := {(x,y)| x ∈X and y ∈ Y } .

An extended state space representation can be constructed for any given (finite)
delay realization. Using an augmented state vector

z(k) =
[
x(k)T · · ·x(k−d +1)T ]T

equation (1) can be rewritten as:

z(k) = Aez(k−1) =


A1 . . . Ad−1 Ad
I . . . 0 0
...

. . .
...

...
0 . . . I 0

z(k−1), (2)

Definition 1. A set P ⊆ Rn is called D-invariant for the system (1) with initial
conditions x(−i) ∈P for all i ∈ Z[1,d] if the state trajectory satisfies xk ∈P,∀k ∈
Z+. �

Two main approaches exist in the literature dealing with positive invariant sets for
discrete-time delay difference equations; the invariant set in an extended state space
(2) on one side and the invariant set in the original state space (1) (also called D-
invariant set) on the other side. The concept of cyclic invariance [14] proposes in-
stead of a rigid set in Rnd or Rn a family of invariant sets and offers a certain degree
of flexibility.

Definition 2. A family of (d tuples of) sets {Ω1, . . . ,Ωd} is called cyclic D-invariant
with respect to (1) if:

A1Ω1⊕A2Ω2⊕·· ·⊕AdΩd ⊆Ωd ;
A1Ωdm ⊕A2Ω1⊕·· ·⊕AdΩd−1 ⊆Ωd−1;

...
A1Ω2⊕A2Ω3⊕·· ·⊕AdΩ1 ⊆Ω1

(3)
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A generalization of the cyclic invariance notion to invariant family of sets was pro-
posed by [15].

Definition 3. A family of (d tuples of) sets F ⊂ (Rnd is an invariant family with
respect to (1) if for any tuple {Ω1,Ω2, . . . ,Ωd} ∈F there exists a set Ω0 ⊂Rn such
that {Ω0,Ω1 . . . ,Ωd−1} ∈F and

A1Ω1⊕A2Ω2⊕·· ·⊕AdΩd ⊆Ω0

The link between the two main representations for discrete-time delay difference
equations and their invariant sets has received recently a unifying characterization
via set factorization [12]. The reader interested in a more thorough introduction to
set factorization may consult [16], [17]. Next, the basic notions in this respect.
A partition of a set of indices P ⊂ Z[1,m] is the family of ′l′ subsets Pk of P, which
verify the following conditions :

• /0 /∈ {Pk}l
k=1

• The subsets {Pk}l
k=1 are said to cover P i.e. P =

l⋃
i=1

Pi

• The elements of {Pk}l
k=1 are pairwise disjoint (Pi∩Pj = /0 for i 6= j).

Given a subset Pi⊂Z[1,m] and a set Ω ∈Rm, Ω↓Pi denotes the projection of the set
Ω on the subset of Rn with indices of Cartesian coordinates in Pi. Before introducing
the main concepts it is useful to recall the definition of the Cartesian product of two
sets Ω1 and Ω2 as it will be used subsequently.

Ω1×Ω2 = {(x,y)|x ∈Ω1 and y ∈Ω2} . (4)

Definition 4. Let Ω ∈ Rm and
l⋃

i=1
Pi be the partition of Z[1,m]

1. The set Ω is factorized according to the partition
l⋃

i=1
Pi = Z[1,m] if:

Ω = Ω↓P1 ×·· ·×Ω↓Pl (5)

2. A set factorization (5) is said to be balanced if:

card{P1}= · · ·= card{Pl}

3. A factorization is said to be ordered if it is defined by an ordered partition P =
l⋃

k=1
Pk satisfying

max{Pi}< min
{

Pj
}
, ∀i < j ∈ Z[1,m]; (6)

4. A factorization is regular if is characterized by the equivalence of the factors

Ω↓P1 = · · ·= Ω↓Pl = S (7)
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and
Ω = S×S×·· ·×S︸ ︷︷ ︸

l times

(8)

Most of the factorization properties are related to the Cartesian product operation. It
is clear that the set factorization is a non-commutative. The exception is represented
by the regular factorization which is commutative inside the given partition. Addi-
tionally, the regular factorizations are balanced but not necessarily ordered. From
the structural point of view, the geometry of the factors is related to the geometry
of the initial set. Convexity, for example, of a given set Ω implies the convexity of
the factors. It is worth to be mentioned that the Cartesian product of several polyhe-
dra is a polyhedron of higher dimension. It becomes clear that the polyhedral sets
represent an interesting class of sets which can be used for the development in re-
lationship with set factorization. In comparison, even if the projection of ellipsoidal
sets is ellipsoidal, the Cartesian product of ellipsoids is not an ellipsoid rendering
the ellipsoidal class of sets impracticable for set factorization despite the fact that
they represent usual candidates for positive invariance in relationship with linear
time-invariant dynamics. The property of polyhedral factorization is recalled in the
next proposition:

Proposition 1. There exists a regular ordered factorization for a polyhedral set:

Ω = {x ∈ Rn : Fx≤ w} (9)

described by its minimal half space representation, if there exists a block diagonal-
ization of the matrix F via a column permutation.

The relationship between D-invariance and invariance in the extended state-space
is formally stated in the next theorem without proof for brevity.

Theorem 1. The system (1) admits a regular convex D-invariant set if and only if
there exists an invariant set for the system:

z(k) =


A1 . . . Ad−1 Ad
I . . . 0 0
...

. . .
...

...
0 . . . I 0

z(k−1), (10)

which admits a regular ordered factorization.

Proposition 2. Let
Ω =

{
x ∈ Rnd |Fx≤ w

}
(11)

be an extended invariant set with respect to the system (2). A regular ordered fac-
torization with dimension-n factors exists if there exists a transformation matrix
T ∈ R(nd)×(nd) such that:
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FT−1 =


F1 0 . . . 0

0 F2
. . . 0

...
. . .

. . .
...

0 . . . 0 Fd

 (12)

Corollary 1. Let a delay-difference equation be described by (1). There exists a D-
invariant set for this dynamical system in Rn if the following conditions are fulfiled:

• There exists a similarity transformation matrix T such that
B1 . . . Bd−1 Bd
I . . . 0 0
...

. . .
...

...
0 . . . I 0

= T


A1 . . . Ad−1 Ad
I . . . 0 0
...

. . .
...

...
0 . . . I 0

T−1 (13)

• There exists an invariant set with respect to the system

z̃(k =


B1 . . . Bd−1 Bd
I . . . 0 0
...

. . .
...

...
0 . . . I 0

 z̃(k−1) (14)

which admits a regular ordered factorization.

3 Existence and uniqueness of similarity transformations in the
construction of D-invariant sets

We introduce in this section similarity transformations in the construction of D-
invariant sets all by preserving the dynamical model in the form of a delay difference
equation in Rn.

Sylvester equations play a central role in many areas of applied mathematics
and in particular in systems and control theory. Before introducing formally these
equations, we need to introduce first Schur’s lemma.

Lemma 1. If A is a square n× n matrix, then A can be expressed as A = QUQ∗.
Where Q∗ is the trans-conjugate of the unitary matrix Q (Q−1 = Q∗); U is an upper
triangular matrix (Schur form), containing the eigenvalues of A on its diagonal. ut

Let us consider the equation AX +XB =C where A ∈Mn, B ∈Mm and C ∈Mn×m,
where Mn denotes the set of square n× n matrices, and Mn×m denotes the set of
n×m matrices. The Sylvester equation can be written in the form (Im⊗A+BT ⊗
In)∗Vect(X) =Vect(C), where Vect(X) is the vertical concatenation of the columns
of the matrix X , I(.) is the identity matrix. ⊗ denotes the Kronecker product of two



Title Suppressed Due to Excessive Length 7

matrices. The spectrum of a matrix A∈Mn is the set of the eigenvalues of A, denoted
by λ (A), while the spectral radius is defined as ρ(A) := max

ξ∈λ (A)
(|ξ |).

Im⊗A ∈Mmn

BT ⊗ In ∈Mmn.
(15)

Theorem 2. If η ∈ λ (A) and v ∈ Cn is the corresponding eigenvector of A, and if
µ ∈ λ (BT ) and w ∈ Cm is the corresponding eigenvector of BT , then η + µ is an
eigenvalue of Im⊗A+BT ⊗ In with w⊗ v its corresponding eigenvector.
If λ (A) = {η1,η2, ...,ηn} and λ (BT ) = {µ1,µ2, ...,µm}, then:

λ (Im⊗A+BT ⊗ In) =
{

ηi +µ j; i ∈ {1, · · · ,n} , j ∈ {1, · · · ,m}
}
.

Proof. The Schur decomposition of A and BT is :
A = QAUAQ∗A and BT = QBT UBT Q∗BT .
Q∗AQA = In,Q∗BT QBT = Im. {

UA = Q∗AAQA

UBT = Q∗BT BT QBT
(16)

UA and UBT in equation (16) are two upper triangular matrices. Let us now assume
that W is the Kronecker product W = QBT ⊗QA ∈Mmn, then:

W ∗W = (QBT ⊗QA)
∗(QBT ⊗QA) = (Q∗BT ⊗Q∗A)(QBT ⊗QA)

= (Q∗BT QBT )⊗ (Q∗AQA) = Imn.

It holds also:

• W ∗(Im⊗A)W = (Q∗BT ⊗Q∗A)(Im⊗QAUAQ∗A)(QBT ⊗QA) = (Q∗BT ⊗UAQ∗A)(QBT ⊗
QA) = (Im⊗UA).

• W ∗(BT⊗In)W =(Q∗BT ⊗Q∗A)(QBT UBT Q∗BT ⊗In)(QBT ⊗QA)= (UBT Q∗BT ⊗Q∗A)(QBT ⊗
QA) = (UBT ⊗ In).

From the elements provided above, it becomes clear that:

W ∗(Im⊗A+BT ⊗ In)W = Im⊗UA +UBT ⊗ In

=


UA 0 0 0
0 UA 0 0

0 0
. . . 0

0 0 0 UA

+


µ1In ∗ ∗ ∗

0 µ2In ∗ ∗

0 0
. . . ∗

0 0 0 µmIn



=


µ1In +UA ∗ ∗ ∗

0 µ2In +UA ∗ ∗

0 0
. . . ∗

0 0 0 µmIn +UA
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One can see that the diagonal elements of the resultant upper triangular matrix con-
tain all sum pairs of eigenvalues of UA,UBT ut

Remark 1. If for some i and j, ηi+µ j = 0, then rank of (Im⊗A+BT ⊗ In) is strictly
less than n×m, then the solution for the system (Im⊗A+BT ⊗ In)Vect(X) = C is
not unique.

Theorem 3. The Equation AX +XB = C has a unique solution X ∈ Mn×m if and
only if λ (A)∩λ (−B) = /0

Proof. Follows directly from Theorem 2. ut

In this paper, we are interested in the similarity transformation as an auxiliary tool
for the construction of D-invariant sets while preserving the dynamical model in the
form of a delay difference equation in Rn, i.e starting from an extended state space
model of a given dynamical system, we obtain another extended state space model,
which has the same dimension as the first one, via a simple change of coordinates.
Such a similarity transformation represents a parametrization of the conditions for
the existence of a regular ordered factorization.

In addition, one can see that solving the problem of determination of a matrix T in
equation (13) is equivalent to the existence of an invertible matrix T which verifies
a particular (homogeneous) Sylvester equation. In Theorem 2 it is shown that the
equation (13) can be rewritten as a linear (in our case homogeneous) equation of
size (nd)2× (nd)2. This equation has non-trivial solutions if it is singular which is
equivalent to matrices A and B having at least one common eigenvalue. It is clear
that equation (13) represents a similarity transformation and that matrices A and B
share the same set of eigenvalues. Subsequently, applying Theorem 3 guarantees that
the transformation exists and more than that, it is not unique. In fact, the solution,
in vectorial form, is the full null space of the matrix (Ind⊗B−AT ⊗ Ind).

The similarity transformation corresponds to a transformation of the state z̃= T z,
where z̃ and z are the state vectors of the extended state space realization. This re-
sults in several possible canonical forms. Different properties stand out more clearly
in different realizations, and some forms may have advantages in some applications
(recall for example the controllable and observable canonical forms in classical con-
trol theory). It is worth mentioning that most of dynamical properties of an LTI sys-
tem, such as input-output properties and the impulse response and so on, are not
changed by similarity transformations.

Remark 2. In general, algebraic equivalence1 does not preserve stability properties
of a dynamical system [19,20], and for this a necessary and sufficient condition will
be the topological equivalence, which is the algebraic condition plus the condition
on the Euclidean norm of the matrix T [18].

In our case and since we are working in a time-invariant setting, it follows from [18]
that two LTI systems are strictly equivalent whenever their phase vectors are related

1 See [18] for a formal definition of algebraic equivalence.



Title Suppressed Due to Excessive Length 9

for all time t as (t, z̃) = (t,T z), where T is a nonsingular constant matrix, and obvi-
ously, strict equivalence implies topological equivalence.
When dealing with scalar systems (one state only), with simple linear algebra ma-
nipulations, it can be shown that the constraint imposed on the similarity transfor-
mation is very restrictive and allow only scaling type of change of coordinates on
the original delay difference equation, without an impact on the regular ordered
factorization.

Example 1. For illustration, let us consider dynamical matrix

A =


a1 . . . ad−1 ad
1 . . . 0 0
...

. . .
...

...
0 . . . 1 0

 ; (17)

there exists an infinite number of combinations of similarity transformations T,
which satisfy equality (13). All matrices T are generated from the null space of the
matrix (Id⊗A−BT ⊗ Id). This null space is the same as the one of (Id⊗A−AT ⊗ Id)
since we consider here only scalar systems. For d = 2, the null space is generated
by the two matrices: {[

1 0
0 1

]
,

[
a0/a1 1
1/a1 0

]}
, (18)

while for d = 3, the null space is generated by the three matrices:
1 0 0

0 1 0
0 0 1

 ,
a0/a2 a1/a2 1

1/a2 0 0
0 1/a2 0

 ,
a1/a2 1 0

0 a1/a2 0
1/a2 −a0/a2 0

 . (19)

Next we make a step forward towards the study of the structure of all matrices
T which allow transformations by maintaining the dynamical model in the class of
a DDE in Rn. Specifically, we will be interested in the present work in the case of
systems with two states n = 2 and a maximum delay d = 2 in (1).
Let us consider the extended dynamical system (2) in this case:

z(k) =
[

A1 A2
I 0

]
z(k−1)⇔ x(k) = A1x(k−1)+A2x(k−2) (20)

After the change of coordinates, in the novel basis:

z̃(k) =
[

B1 B2
I 0

]
z̃k = T

[
A1 A2
I 0

]
T−1z̃(k−1) (21)

The relationship between the augmented state in the two basis of coordinates is:

z̃(k) = T z(k) (22)
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x̃(k)

x̃(k−1)

]
=

[
T11 T12
T21 T22

][
x(k)

x(k−1)

]
(23)

z̃(k) =
[

B1 B2
I 0

]
z̃(k−1)⇔ x̃(k) = B1x̃(k−1)+B2x̃(k−2) (24)

T21x(k)+T22x(k−1) = T11x(k−1)+T12x(k−2)
T21x(k) = (T11−T22)x(k−1)+T12x(k−2)

x(k) = A1x(k−1)+A2x(k−2)
(25)

From equation (25), we can easily derive the matrix T :

• If T21 = O→ T11 = T22 = T∗ and T12 = O

T =

[
T∗ O
O T∗

]
(26)

• If T21 = I2×2 → T12 = A2 and T11 = A1 +T22

T =

[
A1 +T22 A2

I2×2 T22

]
(27)

• If T21 6= I2×2 and is invertible{
A1 = T−1

21 (T11−T22)

A2 = T−1
21 T12

⇔

{
T12 = T21A2

T11 = T22 +T21A1

T =

[
T22 +T21A1 T21A2

T21 T22

]
Remark 3. Note that the first case when T21 = O, and the second one T21 = I2×2
represent particular structures of a broader family of matrices T presented in the
third case by relaxing the invertibility assumption for T21. Just by setting T21 = O
then T21 = I2×2, equation (3) take the form of equations (26) then (27) respectively.
All transition matrices for (25) are thus generated by the two matrices:{[

I 0
0 I

]
,

[
A1 A2
I 0

]}
, (28)

Based on the above particular forms, matrix T can be written, using the Kronecker
product, in a compact form.

T = (I2×2⊗T22)+(I2×2⊗T21)A (29)

It is worth noting that square matrices T21 and T22 can be chosen arbitrarily as long
as they lead to an invertible matrix T .
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4 Transformation allowing regular ordered factorization

Let us consider the change of basis z̃ = T z applied to the same dynamical system
(20). For sake of simplicity, we examine in this section transformation of the form:
z = T−1z̃ = Γ z̃, then Γ can be written as:

Γ =

[
γ22 + γ21B1 γ21B2

γ21 γ22

]
(30)

which is equivalent to :

Γ = [(I2×2⊗ γ22)+(I2×2⊗ γ21)B] (31)

Let Ω =
{

x ∈ R4|Fx≤ w
}

be an invariant set in the extended state space with re-
spect to the dynamical system (20), then Ω̃ =

{
x̃ ∈ R4|FΓ x̃≤ w

}
will be the corre-

sponding invariant set for the extended state realization (24).

FΓ = F [(I2×2⊗ γ22)+(I2×2⊗ γ21)B]

= F(I2×2⊗ γ22)+F(I2×2⊗ γ21)B
(32)

Ω̃ =
{

x̃ ∈ R4| [F(I2×2⊗ γ22)+F(I2×2⊗ γ21)B] x̃≤ w
}

(33)

FΓ =

[
F
[

γ22 02×2
02×2 γ22

]
+F

[
γ21 02×2

02×2 γ21

]
B
]

(34)

Let F be:

F =

[
F1 F2
F3 F4

]
then FΓ =

[
F1(γ22 + γ21B1)+F2γ21 F2γ22 +F1γ21B2
F3(γ22 + γ21B1)+F4γ21 F4γ22 +F3γ21B2

]
. (35)

The necessary and sufficient condition for the existence of a factorization for the
invariant set is that the matrix FΓ has a lower triangular structure:

FΓ =

(
∗ 0
∗ ∗

)
(36)

which means that there exists γ22 and γ21 verifying the equality:

F2γ22 +F1γ21B2 = 0 (37)

5 Illustrative Example

Let us consider the following dynamical system:

x(k) = A1x(k−1)+A2x(k−2), (38)
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A1 =

[
−0.5026 1.3088
0.5201 0.9026

]
(39)

A2 =

[
−0.059 0.4517
−0.0935 −0.7510

]
(40)

The necessary condition for the existence of a D-contractive set proposed in [13] is
not fulfilled. One can verify that the spectral radius of A1 is not subunitary, ρ(A1) =
1.2837 > 1. More than that, the necessary condition proposed in [21] is not verified.
We can easily verify that the spectral radius of the sum ρ(A1 +A2) = 1.1422 > 1,
and the set of generalized eigenvalues possesses four elements on the unit circle:

γ(U,V ) = 0.4611±0.8873i,0.6392±0.7690i,
0.144,−0.096,−10.410,6.943.

The delay difference equation (38) does not admit a D-invariant set. Note that the
extended state space representation has a strictly stable transition matrix, which
allows the construction of invariant set ΩAe ⊂ R4.

z(k) =


−0.5026 1.3088 −0.059 0.4517
0.5201 0.9026 −0.0935 −0.7510

1 0 0 0
0 1 0 0

z(k−1). (41)

Let ΩAe =
{

x ∈ R4|Fx≤ w
}

be the extended invariant set with respect to (41). With
linear algebra manipulations, we can find a similarity transformation T such that
(z̃ = T z), which allows formulation the system z(k) = Az(k− 1) in the equivalent
form z̃(k) = Bz̃(k− 1), and there exists an invariant set with respect to this last
dynamical system which admits a regular ordered factorization in R2. Let us take
the transition matrix T = (I2×2⊗T22)+(I2×2⊗T21)A,

T21 =

[
−28.729 3.932
30.667 −3.549

]
(42)

T22 =

[
−3.161 34.342
4.831 −37.413

]
. (43)

and

T =


13.322 0.289 1.326 −15.930
−12.427 −0.479 −1.476 16.517
−28.729 3.932 −3.161 34.342
30.667 −3.549 4.831 −37.413

 (44)

The dynamical system in the new basis:

z̃(k) = Bz̃(k−1) = TAT−1z̃(k−1), (45)

with
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B =


0.20 −0.34 0.24 −0.17
0.34 0.20 0.17 0.24

1 0 0 0
0 1 0 0

 (46)

has a strictly stable transition matrix, which has the same set of eigenvalues as the
system (41).

λ (A) = λ (B) = 0.6108±0.3697i,−0.4108±0.0297i.

This allows the construction of an invariant set ΩBe ⊂R4 which is factorizable, then
the delay difference equation x̃(k) = B1x̃(k− 1)+B2x̃(k− 2) admits a D-invariant
set Ω ⊂R2 in this novel basis. It can be shown that this particular choice of T21 and
T22 verifies (37).

Ω =

x̃ ∈ R2|


√

2 −
√

2
−
√

2
√

2√
2
√

2
−
√

2 −
√

2

 x̃≤


2
2
2
2


 (47)

ΩBe =


z̃ ∈ R4|



√
2 −
√

2 0 0
−
√

2
√

2 0 0√
2
√

2 0 0
−
√

2 −
√

2 0 0
0 0

√
2 −
√

2
0 0 −

√
2
√

2
0 0

√
2
√

2
0 0 −

√
2 −
√

2


z̃≤



2
2
2
2
2
2
2
2




(48)

Figure 1 presents the D-invariant set obtained. Dashed black line represents the
state trajectory starting from the initial states x(−1) = [0,−

√
2]′ and x(−2) = [0,0]′

with respect to the DDE x̃(k) = B1x̃(k−1)+B2x̃(k−2). However, dashed red line
represents the state trajectory starting from the same initial states with respect to the
DDE (38).

Dashed lines in Figure 2 represent the state trajectories starting from the same
initial state in different basis. We can see that the state trajectory in the original basis
is not monotone. Thus, the yellow set is not D-invariant with respect to the dynamics
(38). However, in the new basis, the trajectory is converging monotonically inside
the blue set which is D-invariant with respect to the dynamic x̃(k) = B1x̃(k− 1)+
B2x̃(k−2).



14 Mohammed-Tahar Laraba, Sorin Olaru and Silviu-Iulian Niculescu

Fig. 1 Set Ω in cyan and the set iterate B1Ω ⊕B2Ω in yellow

Fig. 2 State trajectories starting from the same initial state and the corresponding D-invariant set
(left) and the projection of ΩAe

6 Conclusion

A unifying characterization of the link between invariance in the extended state
space and D-invariance, via set factorization, was studied for discrete-time DDEs.
Low complexity invariant sets were recalled and it was shown that set factorization
combined with similarity transformations allow a flexible description of invariant
sets in state spaces of same dimension. Thus, a relaxation of the conservativeness
of the existing D-invariance constructions was delivered for a more flexible D-
invariance characterization.
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