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Scaling of heated plane jets with moderate radiative heat transfer in coupled DNS
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Abstract

The effects of thermal radiation in a heated jet of water vapor are studied with a direct numerical simulation coupled
to a Monte-Carlo solver. The adequacy of the numerical setup is first demonstrated in the uncoupled isothermal
and heated turbulent plane jets with comparisons to experimental and numerical data. Radiative energy transfer is
then accounted for with spectral dependency of the radiative properties described by the Correlated-k (ck) method.
Between the direct impact through modification of the temperature field by the additional radiative transfer and the
indirect one where the varied flow density changes the turbulent mixing, the present study is able to clearly identify
the second one in the jet developed region by considering conditions where effects of thermal radiation are moderate.
When using standard jet scaling laws, the different studied cases without radiation and with small-to-moderate
radiative heat transfer yield different profiles even when thermal radiation becomes locally negligible. By deriving
another scaling law for the decay of the temperature profile, self-similarity is obtained for the different turbulent
jets. The results of the study allow for distinguishing whether thermal radiation modifies the nature of heat transfer
mechanisms in the jet developed region or not while removing the indirect effects of modified density.
Keywords: Turbulent jet; Scaling; Direct Numerical Simulation; Thermal radiation; Monte-Carlo

method

1. Introduction

Free shear flows compound an important branch of turbulent flows, its fundamental understanding is necessary to
comprehend and to predict the transport processes in many industrial applications such as combustion, propulsion and
environmental flows. Greats efforts have been made to describe the dynamics of these flows at the developed region
where turbulent statistics are assumed independent of initial conditions and present universal similarity solutions
[1H4].

Early similarity solutions of the velocity field based on local velocity and length scales for constant-density free
shear flows are derived in the work of Townsend [2]. Following this work, self-similarity on a constant density
plane jet was reported in the experimental studies of Bradbury [5] and Heskestad [6] using hot-wire anemometry.
They collected data of mean velocity, turbulent intensities and shear stresses fields, as well as the turbulent kinetic
energy balance in the developed region. Further experimental work was conducted by Gutmark and Wygnanski [7]
applying conditional sampling techniques in order to provide data obtained exclusively within the turbulent zone.
Despite some scatter among these experimental works ([5HT7]), data of the velocity field was found to be self-similar

in the developed region when scaled using the classical parameters of Townsend [2]. More recent experimental works
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performed by Deo et al. [8, 9] underline the influence of the Reynolds number and the nozzle-exit geometric profile
on self-similar solution of a plane jet. Accurate data of the constant-density plane jet has also been provided by
numerical investigations including the work of Le Ribault et al. [I0] using Large Eddy Simulations (LES) and Stanley
et al. [I1] through Direct Numerical Simulations (DNS). Both works obtained similarity profiles for mean velocity
and Reynolds stresses. Proceeding with these studies, Klein et al. [12] numerically investigated the influence of the
Reynolds number and the inflow conditions in a constant-density plane jet using DNS. A recent study of Sadeghi et
al. [I3] proposes new scaling laws for the higher moments in constant-density temporally evolving plane jet which
were derived using Lie symmetry analysis.

For the constant-density round jets, the numerical work of Bogey and Bailly [14] report reference solutions in the
self-preserving region including the turbulence and energy budgets. Further similarity analysis in round jets include
the theoretical and experimental work of Sadeghi et al. [I5] who derived a similarity law for the turbulent energy
structure function; and the work of Thiesset et al. [16] who discussed the similarity of the mean kinetic energy
dissipation rate, and pointed out that assuming local isotropy and complete self-similarity, as well as considering
only production and advection in the energy budget, the virtual origin in one configuration should be the same
independently of the flow quantity under consideration.

Variable-density free shear flows, as opposed to the constant-density ones, have received less attention despite its
broad engineering importance associated with the mixing process. For the case of free jets, initial density differences
are typically imposed by jet gas composition or by heating the jet fluid. The work of Chen and Rodi [I7] showed
that when jet and ambient densities differ significantly self-similarity is not achieved. Nevertheless, for a sufficient
distance downstream, density gradients across the flow decreases and thus the solution asymptotically approaches
self-similarity if scaled by an effective radius which compensates the effects of density as explained in the work of
Thring and Newby [I8]. Richards and Pitts [I9] experimentally investigated variable-density axisymmetric jets with
density ratio between 0.138 and 1.552. They analyzed data from downstream distances at which the local density
ratio of the jet to ambient fluid approached unity achieving to characterize the self-similar solution of both mean and
fluctuations values of a passive scalar field. Experimental works of Jenkins and Goldschmidt [20], Davies et al. [2]]
and Antonia et al. [22] addressed the variable-density plane jet considering slightly heated jets with density ratios
between 0.8 and 0.9, i.e., temperature is considered as a passive scalar causing little effects on the evolution of the
flow field. They found similarity profiles of temperature using the classical scaling law since density gradients were
low. All these authors [20H22] found that the spreading rate based on temperature is larger than the one based on
velocity. The stability of variable-density plane jets has been experimentally studied by Yu et al. [23] for density
ratio between 0.73 and 1, and Raynal et al. [24] within a range for the density ratio of 0.14 - 1. They found that the
oscillating regime disappears above a critical value of the density ratio which increases with the Reynolds number.

The interaction of turbulent flows and thermal radiation has been reviewed in detail in the studies of Coelho
[25], and Modest and Haworth [26]. Several works have quantified turbulence effects on radiation (the so-called TRI)
through uncoupled computations and a priori analysis in a variety of configurations such as turbulent diffusion jet
flames [27], homogeneous isotropic turbulence [28H31], and temporally evolving jet [32]. Coupled simulations solving
both fluid dynamics and radiation allow for capturing these interactions, as well as radiation effects on turbulence,

although additional modeling can be necessary depending on the turbulence description. Early coupled simulations
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using Reynolds average Navier-Stokes (RANS) include the studies of diffusion jet flames of Tessé et al. [33] who
pointed out the important role of soot particles in global radiative loss; and the work of Li and Modest [34] in which
was found that TRI reduces the total drop in flame peak temperature caused by radiative heat losses. Additionally, a
recent RANS coupled simulation in a high-pressure gas turbine combustion chamber was reported by Ren et al. [35].
In the coupled LES framework, Gupta et al. [36] characterized contributions of subfilter-scale fluctuations to TRI in
a diffusion flame; Ghosh et al. [37] observed that radiation counteract the effects of compressibility in a nonreactive
supersonic channel flow; and Poitou et al. [38] showed how radiation can change the flame brush structure. Still in
the LES formulation, coupled simulations in complex geometries of combustion chambers include the works of Jones
and Paul [39], Berger et al. [40], and Koren et al. [41]. Several coupled DNS works, for which all interactions are fully
captured, have been performed on different systems: statistically 1-dimensional premixed [42] [43] and nonpremixed
[44] flames; natural convection in a differentially heated cubical cavity [45]; and nonreactive channel flow [46], [47];
leading to an understanding of the mechanisms in which radiation modifies turbulence, and a direct quantification
of TRI.

Given the complexity of combustion systems, it is desirable to simplify the problem by considering non-reactive
free shear flows to understand the isolated impact of radiation in a more canonical configuration without wall
interactions. With the exception of the LES study of Ghosh et al. [48], most coupled works addressing free shear
flows problems correspond however to combustion systems. The effects of thermal radiation in nonreactive turbulent
jets deserves then further investigation. As far as we know, the present set of simulations are the first DNS of a free
shear flow to be fully coupled with a spectral radiative heat transfer solver.

Radiative heat transfer can modify the jet scaling laws in two ways: first, a different nature and balance of the
different heat transfer mechanisms, and secondly a variation in density due to the modified temperature field. In
order to fully characterize the first phenomenon of high interest, it is necessary to establish scaling laws that can
distinguish both mechanisms. The present study aims then at analyzing the scaling laws of turbulent heated jets
without radiation and with moderate radiative transfer to consider mainly the second mechanism. The results will
indeed show that moderate radiation effects can change the classical jet scaling laws in the developed region although
thermal radiation can be locally negligible in this region. Without any adaptation of the jet scaling laws for variable
density, one wrongly concludes about the modified balance of heat transfers in the studied case. The paper considers
then another set of scaling laws and derives a new one for the mean temperature field in particular to make cases
without radiation and with small-to-moderate radiative effects self-similar. These results allow for a future clear
identification of changes in the nature of heat transfer mechanisms due to radiation whether its magnitude is small,
moderate or large.

In the considered case, a heated water vapor mixture discharges into a parallel low-speed coflow of cold water
vapor. The numerical study is carried out with state-of-the-art fidelity to be as representative as possible of an actual
jet in a participating medium. The turbulent jet is described by a DNS coupled to a reciprocal Monte-Carlo method
to solve the radiative transfer equation. The spectral dependency of the radiative properties is accounted for with
an accurate ck method.

The studied configuration and the adopted numerical methodology are described in A detailed validation
of the isothermal and heated plane jets without radiation is then presented in Finally, results of the heated jet
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coupled with thermal radiation are analyzed in §4] using both the classical adimensionalization and a new scaling for

the mean temperature decay.

2. Models and numerical approaches

2.1. Physical case: the plane jet

The present work studies the radiative transfer in a heated turbulent plane jet of water vapor discharging into
a parallel low speed coflow of cold water vapor. The principal direction of the mean flow is x, the cross-stream
coordinate is y, and z is the spanwise coordinate for which all the statistics are homogeneous. There is statistical
symmetry about the plane y = 0. The flow statistics are stationary and two-dimensional. Figure[l|shows a schematic
representation in which the jet mixes with the surrounding slow coflow, which creates turbulence and increases the

jet thickness.
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Figure 1: Schematic representation of the turbulent structures of a heated plane jet identified by the Q-criterion.

At the inlet boundary, the jet width opening is set to 6 = 0.05 m. Computations are performed in a domain
extension of 13.59 x 104 x 3¢ in x, y and z directions, respectively, while mean results are computed in a 10§ x 109 x 3§
box. The jet has an initial mean velocity U; = 4.176 m/s and the mean coflow velocity is set to Us = U /10. The jet
temperature is fixed to 77 = 860 K, while the temperature in the coflow is T, = 380 K, this temperature range has
been chosen based on typical values found in a steam turbine [49]. All simulations are carried out at atmospheric
pressure (1 atm).

The corresponding Reynolds number based on the width opening § is

p(T1)AUyH
Re="—>"——
w(T)

where AUy = Uy — Us. This Reynolds number is moderate compared with previous DNS studies of the turbulent

= 1500, (1)

plane jet. For example, Klein et al. [12] investigated the influence of the Reynolds number in the range of 1000 to
6000, and Stanley et al. [I1] simulated the plane jet using a Reynolds number of 3000. In our study, the Reynolds

number is kept moderate in order to afford the computational cost of a coupled simulation with thermal radiation
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while featuring a fully turbulent flow as seen in Fig.|I} The half width of the jet y; 5(x) displayed in Fig. [1/is a mean
quantity useful to describe the jet spreading rate. It is defined as the distance from the jet centerline at which the
mean velocity corrected by the coflow velocity is half of the value at the jet centerline. In the isothermal turbulent
plane jet, the local Reynolds number based on y;,, and the jet centerline velocity grows downstream in the fully
turbulent region as /2.

Experimental studies of the plane jet show that mean turbulent fields can be divided into two distinct regions
along the x direction [I]. The first region is the initial zone located in the vicinity of the nozzle. In this region the
jet is surrounded by a mixing layer on top and bottom, and turbulence penetrates inwards toward the centerline of
the jet. Until the growth of these mixing layers does not reach the jet centerline, there is a region called potential
core, unaffected by the turbulence from these shear layers. In the potential core, the injected hot mixture remains
uniform. The length of the initial zone is strongly affected by the inlet conditions as reported by experimental [9]
and numerical [I2] studies. In the second region, called fully turbulent, turbulence has penetrated into the centerline

of the jet and the mean streamwise velocity profile has a rounded shape. In this region, the mean fields of the

isothermal plane jet become self-similar.

2.2. Flow simulation

2.2.1. Governing equations
The governing equations used to describe the dynamics of the plane jet are the Navier-Stokes equations for a

compressible fluid. These are the continuity equation, the momentum and energy transport equations, respectively:

9p | 0(pui) _
ot on ®
Opuj | O(puiuj) — Op  Omy
ot + 0:1:1 o 8$j 8:51-’ (3)

Opey | O(perus)  O(puj) | O(mijuy) 0 (0T
ot T om . omy T om;, om (o) T )

where p, ¢, uj, p, Tij, e, A and T denote density, time, instantaneous velocity, pressure, stress tensor, total energy,
thermal conductivity and temperature, respectively. The mixture is homogeneous and made of pure water vapor.

P44 is the radiative power further discussed in § Assuming Newtonian fluid, the stress tensor 7; ; is defined as

(o, )2, 0w
Tig = M ((8% + &m) B 36” 8xk) ’ (5)

where p is the dynamic viscosity and d;; is the Kronecker delta operator. The energy transport is defined based

on the total energy e;, which accounts for the sum of internal and kinetic energies: e; = %uiui + e, where € is the
internal energy. The enthalpy is denoted by h = e 4+ T where r = R/W and R is the universal gas constant. W
stands for the molar weight of the mixture which is here pure water vapor.

The ideal gas equation is used to compute the pressure as

p=prT. (6)
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Computation of the transport properties of water vapor is based on the data of Lemmon et al. [50]. Heat capacity
at constant pressure is assumed constant since it varies less than 6.4% in the considered temperature range, while
and A vary around 163 % and 205%, respectively [50]. A polynomial regression of order two is then carried out in

order to approximate the dynamic viscosity p and thermal conductivity A as follows

T T \° T T \°
T)=a +a( >+a< > , and ANT)=bg+0 (—)—l—b( ), 7
/14( ) 0 ! Tref ? Tref ( ) 0 ! Tref ? Tref ( )
where T is in Kelvin, T}.f is a reference temperature T,.y = 400 K, ag = —5.9340 x 107%Pa - s, a; = 1.9303 x

1075Pa - s and ay = —7.4821 x 107"Pa - s, by = 5.0855 x 1073W/(m - K), by = 1.5698 x 1072W/(m - K) and
by = 8.5830 x 1073W/(m - K).

2.2.2. Numerical techniques
The governing equations are numerically solved on a structured mesh using a 4*"-order centered finite-difference

4*'_order Runge-Kutta method for the time integration, an overview

scheme for the spatial derivatives and an explicit
of such methods can be found in the work of Kennedy and Carpenter [51]. In addition, an implicit filter of 8"-order
proposed in the work of Gaitonde and Visbal [52] is used for stability purposes.

Boundary conditions treatment. Boundary conditions are treated with the 3D Navier-Stokes Characteristic
Boundary Conditions method as described in the work of Coussement et al. [53]. Specifications of the boundary

conditions and the computation domain are presented in Fig. 2l In the outflow boundaries, atmospheric pressure is

enforced with a partially reflecting characteristic boundary condition.

Figure 2: Schematic representation of boundary conditions in a snapshot of turbulent eddies identified by the Q-criterion coloured by

temperature.
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The inlet mean streamwise velocity profile U;,, that defines the jet is specified by the hyperbolic function:

Uinly) = = ; 2 ®)

where 6 is the shear layer momentum thickness set to 8 = 0.075. Those values are similar to a previous work of a

Ui+Us, U —-U 0/2 —
Ui+ 2, U 2tanh(/ |y>7

DNS plane jet [II]. Low values of the shear layer momentum thickness promote the jet growth but required more
mesh refinement to well describe the velocity gradients in the jet edge.

The Reynolds averaging and the time Favre averaging operations for any variable ¢ are here defined as (¢) and
{¢}, while ¢’ and ¢ denote their respective fluctuating parts. Then, the Favre averaged velocity profile at the inlet
section is shown in Fig. [3a] where {U.} denotes the Favre average velocity excess {U.} = {u} — Uz, and A{U.} is
the Favre average velocity excess at the jet centerline A {U.} = {U.} — Us.

The inlet temperature profile that defines the heated jet is

Tv+Ty, Ti—T 5/2 —
Tin(y) = 1; 2 4 12 2&mh</29w0. (9)

The inlet profile of the Favre average excess temperature defined as {T.} = {T'} — T> adimensionalized by the
Favre average excess temperature at the jet centerline A{T.} = {T.} — T is presented in Fig. Similarly, the
mean density profile at the inlet is shown in Fig.

Synthetic turbulence generated using a Passot Pouquet model [54] is combined with the mean inlet velocity profile
at the jet region. This technique promotes turbulent instabilities and reduces the initial region of the jet. The Passot

Pouquet model defines the turbulent kinetic energy spectrum E(K) as

(&)

where K is the wavenumber, K. is the wavenumber associated with the largest turbulent scales, A is an independent

M@=A<K>:m

c 7 (10)

variable of KC defined by A = 167"%2\/2 /7, u’ stands for the characteristic turbulent velocity and n is the number of

dimensions (here n = 3). Defining the auto-correlation integral scale L. as

L= o win g P TR (11)
3Ke 7/2 ifn=3
the turbulent kinetic energy spectrum is defined by fixing the auto-correlation integral scale L. and the turbulent
velocity u'. In the present work, these values are set to L. = /2 and w' = U;/20. Velocity fluctuations have its
maximum value at the jet centerline while are set to zero at the coflow following an hyperbolic profile analogous to
the ones of the inlet streamwise velocity and the inlet temperature. The resultant inlet averaged root-mean-square
(rms) velocity fluctuations are shown in Fig.

Computational mesh. The grid is non-uniform in the z and y directions while it is uniform in the spanwise
direction. Computations are performed in a domain extension of 13.50 x 10§ x 39 in z, y and z directions, respectively,
while a domain extension of 106 x 106 x 39 is considered to compute the statistics of the flow. The spanwise box
size is determined from an estimation of the integral length scale based on the work of Klein et al. [12]. The flow
solution is computed using a structured grid with 566x469x149 nodes, in the x, y and z directions, respectively,

which corresponds to approximately 39.5 x 10% nodes.
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Figure 3: Cross-section profiles of mean (a) streamwise velocity, (b) temperature, (c) density, and (d) Reynolds stresses profiles at the

inlet boundary.

The grid spacings relevant for direct numerical simulation can be anticipated from the known behavior of turbulent
plane jets. Indeed, from scaling laws of decaying centerline profiles of temperature and velocity [20], it is possible to
estimate T.(z) and U.(x) for the present inlet values. Assuming constant atmospheric pressure, p can be estimated
from Eq. [6] and the dynamic viscosity p can be computed from Eq. [7] Estimating the dimensionless turbulent
kinetic energy dissipation €* from previous DNS results [I1], e can be scaled for the present simulation. Then, the
grid spacing along x-axis is set to be locally maximum twice the local Kolmogorov scale n = (M) 1/4. The grid
spacing along y-axis is such that the inner region of the jet (y < yi/2(x)) is as much refined as in the x direction.
Finally, the grid spacing along z-axis is uniform and equal to Az = §/50, which is a close value to the Az and Ay
averages.

The Acoustic Speed Reduction method. The DNS results are here obtained by solving the compress-
ible Navier-Stokes equations through a fully-explicit formulation. Such formulation has a strong benefit for high-
performance computing since no implicit linear system needs to be solved.

When using an explicit formulation, the time step is limited by the Courant-Friedrichs-Lewy (CFL) condition

expressed for the Courant number C

dt < C**'min < Az; Az; > ,

lui + | Ju; — |
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and by the Fourier number (Fo) condition

. Au?
dt < Fo*min (x) , (13)
w/p

where Az; is the characteristic cell size on each i direction, ¢ is the speed of sound, and C* and Fo* are the
critical stability values for the retained numerical schemes, respectively. In the present work, the CFL condition is
more restrictive than the Fo condition. For the studied jet characterized by a low Mach number (Ma = 5.89 x 1073),
compressible effects are negligible. In such cases, explicit numerical formulations have a notorious tendency to be
poorly efficient in terms of computational cost because of the difference between convective and sound velocities. In
this context, the so called pseudo-compressibility or artificial compressibility methods try to reduce the gap between
convective and sound velocities with artificial manipulation of the governing equations. Choi and Merkle [55] classified
the artificial compressibility methods in (1) pre-conditioning methods in which the time derivatives in the governing
equations are multiplied by a matrix which scales the eigenvalues of the system to the same order of magnitude [55-
59], and (2) perturbation methods in which specific terms in the governing equations are manipulated in order to
replace physical acoustic waves by pseudo-acoustic modes [60H63]. The present work takes advantage of such a
perturbation method called Acoustic Speed Reduction (ASR) presented by Wang et al. [62]. The method enlarges
the allowed time step by artificially reducing the sound velocity and increasing the Mach number while keeping
compressible effects negligible. Consequently, the computational resources needed to achieve statistical convergence

are strongly reduced. In practice, the ASR method modifies Eq. by adding two new terms Scony and Sgig:

Oper O (peru;)  O(puj)  O(Tiju;) 0 oT
ot ¥ om o, oz, " om

a.. Pra Sconv Si ’ 14
6$i>+ d+ + Oaiff (14)

where

(L) ap Oy (L), 0w, 9 (0T
Sconv<1 oz2>'y—18mj and Saiff = 1 o2 Tw(‘)xj—i_@xj )\896]- + Prodl - (15)

The ASR method reduces the speed of sound by an adjustable factor a accelerating the convergence of the
solution by this same factor. In the present study, the value of the factor « is set to a = 8. Such value equalizes the

Courant-Friedrichs-Lewy and the Fourier conditions within the same order of magnitude for the current simulation.

2.2.3. Radiation simulation

A Monte Carlo Method is used in order to compute the radiative heat transfer in a participating medium. This
method consists on tracing the history of a statistically meaningful random sample of photons from their points
of emission to their points of absorption, a general description of this method applied to radiative heat transfer in
participating medium can be found in [64]. An efficient Monte-Carlo method described in Ref. [65] is used. The
retained approach is based on an Emission-based Reciprocity Monte-Carlo method (ERM) [66] and a randomized
Quasi Monte Carlo (QMC) [67] relying on low-discrepancy Sobol sequences [68] that replace the pseudo-random
number generator to accelerate the calculation. The spectral optical properties for HoO are modelled by means of
the correlated-k (ck) narrow band model [69] [70]. The present ck model is based on updated parameters of Riviere

and Soufiani [71].
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The quantity of interest that is the radiative power at node 7 is computed from the reprocity principle as the sum

of the exchanged power Pf:;?Ch between ¢ and all the other cells j, i.e.,
Praa = Y PG, (16)
J
where Pl-ej“h is given by

pereh = /V (K,,(Ti) [I(T;) — I2(T3))] Aij,ydﬂ> dv. (17)

A;j.» accounts for all the paths between emission from the node i and absorption in any point of the cell j, after

4

transmission, scattering and possible wall reflections along the paths, further details of the Monte-Carlo formulation
can be found in [66].

The Monte-Carlo method is used in this work to take advantage of its capabilities to solve the RTE with detailed
spectral radiative properties with a relatively low additional computational cost when compared with deterministic
methods such as the Discrete Ordinates Method (DOM). Also, the use of the Monte-Carlo allows for controlling the
computation error determined as the standard deviation of the Monte-Carlo statistical estimate.

Because the computational cost of the Monte-Carlo method remains large, the grid to compute the radiative
solution fields is based on a coarser mesh than the DNS one: one out of two points is considered in each direction.
Then, the radiative solution is computed in 282 x 235 x 75 grid nodes in the z, y and z directions, respectively,
which corresponds to approximately 5 x 10 nodes. In order to assess the loss in accuracy embedded in considering a
coarser mesh for the radiative solver, radiative power fields have been computed using the aforementioned DNS mesh
and the coarser mesh for a given instantaneous temperature field. Then, a comparison of the instantaneous radiative
power downstream evolution along the jet centerline for both meshes is presented in Fig. while cross-section

profiles of instantaneous radiative power at z = 10§ computed on both meshes are shown in Fig. [4b]

5 X 10° | x10%
0
-4 —Coarse mesh |
- - DNS mesh
-6 : -15 : : ! :
0 5 10 0 0.5 1 1.5 2 2.5
z/é Y/y1/2
(a) (b)

Figure 4: Radiative power results comparison between the coarse and DNS meshes for the radiative computations. (a) Downstream

evolution of the radiative power and (b) Cross-section profiles of radiative power at x = 10§

From the results presented in Fig. [4] it can be seen that despite some relative difference between both meshes are
observed, the coarse mesh is able to correctly capture the trends and magnitude of the radiative power. Radiative

computations on the DNS fine mesh increases by a factor of 8 the required computational time when compared with

10
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the coarse mesh. In spite of the slight degradation on accuracy, the coarser mesh is then retained in order to keep
feasible coupled DNS computations in terms of amount of CPU time and memory requirements.

Periodic boundary conditions are set in the spanwise direction: if a ray gets off the domain, for example at the
point (x,y, L,), it will get in at the point (x,y,0) with the same propagation direction. All other boundaries are
treated as black-surfaces at the local temperature of the boundary node.

An additional advantage of ERM is to allow the Monte-Carlo convergence to be locally controlled. All the present
simulations are considered converged when a local error lower than 5 % of the radiative power is achieved. The error
is characterized in terms of statistical standard deviation of the estimated quantity of interest. In regions where the
mean radiative power is close to 0 and so the relative error is difficult to converge, an absolute value of the error of
2000 W/m? is considered to achieve convergence. This value corresponds to approximately 0.5% of the maximum
value in magnitude of the radiative power in the domain. Finally, if these two criteria are not accomplished at a
specific grid point, a maximum of 2.5 x 10% rays are considered.

The radiation computation is updated every 58 iterations of the fluid flow solver. This coupling period is chosen
keeping the coupling error below 5 % based on the Euclidean norm of the difference between the radiative power in

), with respect to the radiative power after N iterations (P*FN) that is

an iteration i, set as a reference (P! ad

rad

7 X3 7 2
||Pr;dN PTadH2 - Z Pr:dN Prad( )) ’ (18)
ZeD

where D is the computational domain. The coupling error below 5 % is chosen since the radiative solution is

considered converged when a local error lower than 5 % of the radiative power is achieved.

3. Separate validation of numerical setups in uncoupled simulations

Results of an isothermal jet at 610 K and of the uncoupled heated jet described in §2.1] without including radiation
are first compared with experimental and numerical data available in the literature in order to validate the numerical
set up of the fluid flow solver.

In order to accelerate convergence of statistical values, all mean quantities have been averaged in the spanwise

direction. In addition, the symmetry plane about y = 0 is used to double the averaging samples.

8.1. Results of the isothermal plane jet

The statistics are obtained by averaging the data over approximately 7 = 2.4 s of physical time. This time
corresponds to approximately 11 flow time units defined as in the work of Stanley et al. [I1] as 7(U1+Usz)/(2L,) = 11,
where L, is the domain size in the x direction L, = 104.

In the developed region of plane jets, the jet half-width y; /o(x) has a linear relationship with the streamwise

coordinate [I],

Yi/2 (m )
N2 (2K, 19
A R (19)
while the mean streamwise velocity excess at the jet centerline A{U.} = {u},—o — Uz is found to vary as z~1/2,
AU() 2 x
= Cra (5 4+ o), 20
(a705) —Cu(G+e (20)
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where AUy = Uy — Us. The slope coefficients, K ,, and C 4, in the fully developed region are known to be universal
in an incompressible jet; that is to say that, for large Reynolds number, they are independent of the jet conditions.
Similarly, properly scaled non-dimensional profiles become self-similar in the same region.

Figure [5a| presents the resglts of the growth of the jet half-width y; /o(x). Similarly, the adimensionalized mean
excess velocity decay (%) along the jet centerline is presented in Fig.|5bl In both figures, the linear regression in
the developed region and the experimental results from the work of Thomas and Chu [72] are also shown for the sake
of comparison. Figure [5| shows that both the jet half-width and the mean velocity decay have a linear dependence
on x/0 beyond x = 89, which is the same value reported by Stanley et al. [I1]. Hence, the coefficients for the linear

fitting shown in Fig. [5] are computed using values in the range 89 < = < 104.
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Figure 5: Comparison of the present isothermal plane jet results with the experimental work of Thomas and Chu [72]: downstream

2
evolution of (a) spread rate and (b) velocity decay. Additionally, fitted lines for y; /5 and (AA{ig“}) are also included being K1, = 0.088

and Ka , = 0.721; and C1,, = 0.146 and C2,, = 1.181.

The present results of the linear fitting coefficients in the self-similar zone are summarized in Table [I] along with
some experimental [7, 20 [72] [73] and DNS [I1] results. The results of the virtual origins (Ks,, and Cs,, ) differ among
the referred works since they have a strong dependence on the inflow conditions [I2] [74]. On the other hand, the
predicted slope coefficients (K7 ,, and Ci ,, ) compare generally well with previous results, although C ,, is somewhat

lower.

Table 1: Comparison of the jet growth rate and the centerline velocity decay rate at the self-similar region between the current results

and some experimental and numerical reference values.

Ky Koy Ciu Csy
Jenkins & Goldschmidt [20] 0.088 -4.5 0.160 4.0
Gutmark & Wygnanski [7] 0.100 -2.00 0.189 -4.72
Goldschmidt & Young [73] 0.0875 -8.75 0.150 11.25
Thomas & Chu [72] 0.110 0.14 0.220 -1.19
Stanley et al. [11] 0.092 2.63 0.201 1.23
This work 0.088 0.721 0.146 1.181

Mean profiles of the excess streamwise velocity ({U.} = {u} — Us) and the cross-stream velocity {v} adimen-
sionalized by A{U.} = {U.} — Uz against y/y;/2 become self-similar, that is, they collapse onto a single curve as
long as the jet is developed. Fig. [6a] and [6D] show that velocity profiles at 2 = 106 are in good agreement with

12
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self-similar profiles from experimental [7] and numerical [IT] studies. The beginning of the developed zone associated
with the self-similarity of streamwise velocity profiles is considered to begin at x = 85 where profiles of streamwise
velocity collapse onto almost the same curve, as shown in Fig. [7] This is the same value reported by Le Ribault et
al. [10]. Likewise, the numerical study of Stanley et al. [II] obtained similar values, they found that the streamwise
velocity profiles collapse around z = 10§. Nevertheless, experimental studies report much larger values, for example,
Gutmark and Wygnanski [7] estimate that self-similarity begins beyond x = 406 while Bradbury [5] reports a value
of x = 304. As mentioned earlier, inlet boundary conditions have a strong influence on the length of the jet potential
core. Therefore, the injection of artificial turbulence in the inlet boundary can modify the beginning of the self-
similar region. Despite the short considered domain length (100) in the streamwise direction which is limited; the
good agreement of velocity profiles with previous self-similar data, and the linear growth of the jet half-width and
the velocity decay indicate that the numerical domain between x = 80 and x = 106 is inside the developed region of

the jet where self-similarity applies quite satisfactorily.

1 This work 7
=—Exp. Gutmark and Wygnanski
0.8 Num. Stanley et al.
-
2 0.6
<
=
S 0.4+
v
0.2+
0 L
: : : : -0.05 : : : : :
0 0.5 1 1.5 2 2.5 3 0 0.5 1 1.5 2 2.5 3
y/y1/2 y/y1/2
(a) (b)

Figure 6: Self-similar profiles of (a) streamwise and (b) cross-stream velocities of the isothermal plane jet at = = 104.
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Figure 7: Cross-section profiles of streamwise velocity at several distances for the isothermal jet.

Reynolds stresses in the developed turbulent zone are also expected to become self-similar when adimensionalized
by A{U.} and plotted against y/y; /o. Figure [§ compares the Reynolds stresses results at z = 10§ with experimental
data of Thomas and Prakash [75], Ramaprian and Chandrasekhara [76] and Bradbury [5] as well as numerical results
of Stanley at al. [I1]. Predicted Reynolds stresses profiles are satisfactory although one can notice the spread of the
reported profiles in the literature.

The general definition of turbulent kinetic energy for a variable density flow is a Favre average of the mass-
weighted fluctuations v}, i.e, k = {u}?} = L(pul?)/(p). Following the work of Chassaing et al. [77] or Huang et

al. [78], the transport equation of the turbulent kinetic energy is expressed as

1 8<pu;/2> 0 1 9 "o o{u;} au;/
9 5+ T 4. |9 j j - i,J 21
9 6t + 8£Ej D) <puz >{uj} <p U; U > 6933 <T sJ axj > ( )
Advection, <p>llz Production, P Viscous dissipation, €
O(P)(ui)) _ O(P'w)  Ofmguf) 0, nui oul!
- : : — —{(pu!! L P—L). 22
ox; ox; Oz Oz (p 72 )+ < 3xi> ’ (22)
Diffusion terms, Vv - T' Pressure-Dilatation, IT

where the different diffusive fluxes (pressure diffusion, viscous diffusion and turbulent diffusion) have been gathered
in the quantity denoted as T'. Since velocity and Reynolds stresses profiles adimensionalized by A{U.} are self-similar
and independent of Re in the developed region for the isothermal jet, so are the different terms in the transport
equation for turbulent kinetic energy profiles when they are adimensionalized by the scaling factor y; 2/ (A{U}2(p)).

The dimensionless transport equation of the turbulent kinetic energy is then expressed as:

Dk*
Dt

where * denotes adimensionalized quantities. The budget of the turbulent kinetic energy in the self-similiar zone is

+V-T* =P — €& 117, (23)

presented in Fig. [0a] while Figs. [Ob] to [O¢ show the results of each term in the turbulent kinetic energy equation
compared with experimental data of Terashima et al. [79] and numerical results of Stanley et al. [IT]. The profiles

are obtained by averaging the scaled simulation fields in the range 96 < z < 100. The pressure-dilatation term (II*)
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Figure 8: Self-similar Reynolds stresses profiles of the isothermal plane jet in the (a) z direction, (b) z direction, (c) y direction; and (d)

shear stress at x = 106.

has a negligible contribution; in consequence, it is not included in Fig. [0} All trends in the budget are well captured
and compare reasonably good with experimental results, even improving the results from past numerical simulations.

The two main terms in the energy budget are production and dissipation. Viscous dissipation is almost constant
in the core of the jet (y < y;,2) while production has a strong peak around y = 0.8y, in agreement with the
Reynolds stresses presented in Fig. [8] The turbulent kinetic energy generated at the peak of production is advected
to the jet centerline through entrainment velocity while turbulent diffusion spread the turbulent kinetic energy to
both the jet centerline and the jet edge. At the center of the jet, turbulent fluctuations are maintained solely through
advection and turbulent diffusion. The low value of the unbalance among all terms (— Unbalance, in Fig. points
out that the simulation is capturing all the physical mechanism in which turbulence is produced, dissipated and
transported.

Figure|[L0| presents the one-dimensional autospectrum along the homogeneous spanwise direction of the streamwise
velocity fluctuations, F, (K), at = 104 in the jet centerline, which is adimensionalized by the streamwise velocity
fluctuations {uu"} at the jet centerline and the jet half width /5. The one-dimensional autospectrum is plotted
against two different horizontal axis: at the bottom one, wavenumbers are scaled by the length of large turbulent
motions; while in the top horizontal axis, wavenumbers are scaled by the characteristic length of the smallest eddies

1/4
n= (M) . Moreover, the one-dimensional autospectrum from Stanley et al. [I1] is also plotted for the sake
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Figure 9: (a) Budget of dimensionless turbulent kinetic energy of the isothermal plane in the developed region. Components of the
turbulent kinetic energy budget: (b) production, (c) turbulent diffusion, (d) advection and (e) dissipation compared with experimental

data of Terashima et al. [79] and numerical results of Stanley et al. [I1].

of comparison. Stanley et al. [I1] reported results of the autospectrum in time of the streamwise velocity on the
centreline of the jet at = 104, their results are here plotted in terms of the wavenumber by invoking the Taylor
hypothesis. Applying here such an hypothesis results in a spatial spectrum along the streamwise direction, which is
homogeneous in the developed region when appropriately scaled, but not isotropic. Then, a disagreement is found in
the large scale motions due to its high correlation along the streamwise direction. However, the present results are in
very good agreement with [I1] at higher wavenumbers (say (KC/2m)y; /2 > 4) since all fluctuations are isotropic in this
region. Furthermore, the present DNS simulation even improves the resolution at the dissipative region comparing
with the spectrum in [IT]. When looking at the top horizontal axis in Fig. the dive of the profile occurs at a
location close to the expected wavenumber when compared to reference dissipative spectra presented, for example,
in [4]. The presented spectra together with the low value of the unbalance term in Fig. demonstrate that the
dissipation can be attributed to the physical viscous dissipation, rather than to the numerical dissipation introduced

by the retained discretization scheme or filtering.

3.2. Results of the uncoupled heated plane jet

Mean results of the uncoupled heated jet are computed by averaging the data over approximately 7 = 2.4 s of
physical time, which is equivalent to 11 flow time units. In the case of the uncoupled studied heated jet described in
2.1}, one is interested in the turbulent mixing of the temperature field. Additionally, the associated variable density
field can modify the turbulent transfer of momentum and make the temperature mixing deviate from the behavior
of a passive scalar in a turbulent jet. In this subsection, the solution of the heated jet is compared with reported
experimental data of the slightly heated plane jet and numerical data of the evolution of a passive scalar field in a

plane jet.
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Figure 10: One-dimensional autospectra along the homogeneous spanwise direction of the centerline longitudinal velocity fluctuations at
x = 108 adimensionalized by the streamwise velocity fluctuations {u”u’'} at the jet centerline and the jet half width y, /o for the present
work (dashed black line). Results from Stanley et al. [I1] (solid blue line). Bottom horizontal axis: wavenumbers scaled by the length of

large turbulent motions. Top horizontal axis: wavenumbers scaled by the characteristic length of the smallest eddies.

Figure [T1] describes key features of the downstream evolution of mean temperature and compares them with
numerical results of Stanley et al. [T1] who analyzed the evolution of a passive scalar field using a unity Schmidt
number, and with experimental results of a heated plane jet of Browne et al. [80] who set an initial excess temperature
of ATy =Ty — Tz = 25 K. Similar to the jet half-width based on the mean streamwise velocity y; /2, the half-width
based on temperature y; /5 7 is the distance from the center of the jet where the corrected temperature {7} = {1} —T
is half the corrected temperature at the jet center A{T.} = {T'},—o — T>. In Figure results of the evolution of
the half-width of the jet based on temperature are compared with the numerical results of Stanley et al. [I1] and the
experimental data of Browne et al. [80]. The results of the current heated jet show a slow initial developing when
compared with the data of Browne et al. [80] and Stanley et al. [I1] in which the half-width linear growth appears
beyond x = 4§ and = = 64, respectively; while for the present results linear growth is shown beyond z = 76. As for
the results of the velocity fields in the isothermal plane jet, the strong dependence of the initial developing zone on
the inflow conditions explains the scatter among the different works, while the slope of the downstream evolution of
Y1/2,7 compares well with previous works. Figure shows the temperature decay in the jet centerline in which
ATy =Ty — T and A{T,} = {T},=0 — T». The results of the temperature decay are in good agreement with the
mean scalar decay of Stanley et al. [I1]. Results of the temperature decay of Browne et al. [80] have a faster initial
developing, probably due to the inflow conditions, while the decay rate is greater than the decay predicted by both

the current numerical results and the simulation of Stanley et al. [11].

In Figure the Favre averaged temperature corrected by the coflow temperature {T,} = {T} — T> adimension-
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Figure 11: Downstream evolution of mean temperature field: (a) jet spread based on temperature and (b) temperature decay along the

jet centerline.

alized by A{T.} = {T}y=o0 — T is plotted against y/y, /2,7 at x = 100 and compared with experimental results from
Davies et al. [2I] who set an initial excess temperature of ATy = 14.6 K, the study of Jenkins and Goldschmidt [20]
wo that fixed this value to ATy = 20.7 K, and the experimental results of Antonia et al. [22] with an excess temperature
at the inlet section of ATy = 25 K; while the excess temperature in the current simulation is ATy = T7 — T = 480 K.
Despite the ATy disparity among the present work and the values found in the literature, the dimensionless tem-
perature profile is in good agreement with experimental results. Additionally, Figure compares the downstream
evolution of the temperature fluctuations along the jet centerline with experimental results of Browne et al. [80] and
ws  the growth of the centerline scalar fluctuations of Stanley et al. [I1]. Results from Browne et al. [80] have a faster
initial developing and higher fluctuations intensity, this may explain the results of the temperature decay presented
in Fig. The current results of temperature fluctuations have the same tendency as previous data, which is a

strong growth of the fluctuations at the end of the initial developing zone followed by a slow decay downstream.
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Figure 12: (a) Dimensionless Favre averaged temperature profiles of the heated plane jet without including radiation at z = 10§ compared
with experimental results of Davies et al. [2I], Jenkins and Goldschmidt [20], and Antonia et al. [22]. (b) Downstream evolution of

temperature fluctuations at the jet centerline compared with experimental data of Browne et al. [80] and numerical results of Stanley et

al. [I1].

Integrating the z-momentum boundary-layer equation with respect to ¢, the momentum flow rate per unit span,

a0 defined as fjooj {pu?)dy, is constant along the streamwise direction of the plane jet. Due to the presence of a coflow
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stream, this quantity is infinite and is here replaced by

. too
M, =/ ((pu®) — p2U3) dy, (24)

— 00
Results of the momentum flow rate adimensionalized by its value at the initial cross-section are presented in
Fig. for both the isothermal and the heated jets. Additionally, an horizontal dashed line corresponding to the
ideal behaviour of the jet is included in Fig. [[3] As expected, the momentum flow rate is almost constant along the

streamwise direction for both cases, i.e., M, deviations from the ideal plane jet are less than 1.3%.
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Figure 13: Evolution of momentum flow rate per unit span along z direction.

As detailed in the work of Foysi et al. [81], the conservation of momentum flux in the developed region yields that
the ratio between (pc) A{U.}?y1 /2 and pgAUFS is constant, where (p.) is the mean density at the jet centerline and
po is the jet density at the exit nozzle. An equivalent jet opening r. = 6 (po/{p.)) is defined, where the exit nozzle
density is considered as the bulk average pg = % /. s Pla_o dy. As reported in the work of Richards and Pitts [19], r.
can be interpreted physically as the width opening of a hypothetical jet of density (p.) with the same initial mass

and momentum fluxes as the jet under consideration. Then, the conservation of momentum flux can be written as

A{U.}?

{AU}(?ZI/Q ~ constant, (25)
As shown in Fig. the velocity decays of the heated and isothermal jets almost collapse on the same curve when
(AU, /{U.})” is plotted against z/r. (Fig. [L4b]), while these curves have a clearly different slope when plotted against
x/§ (Fig. [14a]). Note, that the scaled velocity decay of the heated jet in Fig. has values beyond x = 10r, since

re < 0.
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Figure 14: Centerline velocity decay against (a) z/§ and (b) z/re.
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4. Results of the heated plane jet coupled with radiative energy transfer

In this section, the effects of radiation on mean quantities and its fluctuations are analyzed by comparing the
heated jet without radiation (NR) and including radiation (R). The statistics are obtained by averaging the data
over approximately 7 = 1 s of physical time. This time corresponds to approximately 4.6 flow time units defined
as 7(Uy + Us)/(2L,) = 4.6, where L, is the domain size in the z direction L, = 106. For the same amount of
physical time, the computational resources to compute the coupled jet are approximately 3.5 times greater than the

uncoupled simulation.

4.1. Velocity field

Radiation effects on velocity are indirectly caused by changes in density due to the modified temperature field.
As shown in Fig. the inclusion of radiation has a negligible effect on the scaled mean velocity profiles at x = 104.
Moreover, the downstream centerline velocity decay presented in Fig. shows that, when scaled by r., radiation

does not modify the velocity decay since the slightly changes in density are compensated by r..
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Figure 15: Comparisons between the radiative (R) and the non-radiative (NR) cases of (a) the cross-section streamwise velocity profiles

at £ = 104 and (b) the downstream velocity decay along the jet centerline scaled by re.

Reynolds stresses are slightly modified by thermal radiation. Figure [I6] shows cross-sections profiles of normal

and shear Reynolds stresses at x = 100 for the radiative and non-radiative cases.
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Figure 16: Comparisons of the dimensionless Reynolds stresses profiles at « = 100 in the (a) streamwise, (b) cross-stream and (c) spanwise

directions, and (d) Reynolds shear stress profiles between the radiative (R) and the non-radiative (NR) cases.

In accordance with previous coupled DNS studies [37), 46H4g], weak radiation effects on first and second moment
orders of velocity are observed in non-reactive flows. Radiation effects on velocity are indirectly caused by changes

in density, while effects on temperature are directly caused by the radiative power field.
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4.2. Radiative power field

A slice of the instantaneous radiative power at z = 0 is presented in Fig. [[7a] while Fig. [[7D] shows the averaged
radiative power (P,..q). Radiative power is a balance between the power lost by emission and the power gained due
to absorption, thus regions with negative values of P,,q are cooling down by the effect of radiation, while regions
with positive values are heating up due to radiation. As expected, Fig. [[7]shows that the centerline of the jet, which
is the hottest region of the flow, loses heat by radiation. On the other hand, thermal radiation energy is further
absorbed at colder regions of the jet, tending to a null radiative power as the distance to the jet centerline increases.
In Fig. in which radiative power averaged over time is shown, the emission dominated region has been delimited

from the absorption dominated region by a solid black line corresponding to the isoline of P,.,q = 0.
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Figure 17: (a) Instantaneous radiative power field at z = 0. (b) Mean exchanged radiative power field, a solid black line delimits the

emission dominated region from the absorption dominated region.

The initial zone in which the jet develops is the most affected region by radiation due to the large temperature
gradients. Then, radiative power at the jet centerline tends to zero downstream. Regarding a cross-section profile of
the jet, a large radiative power is emitted in the centerline, then radiative power tends to zero in the jet edge while
an absorption dominated zone is developed at the outer region of the jet. In the developed region the temperature

and its gradients are lower and the heat transport by radiation decreases significantly.

4.3. Radiation effects on temperature using classical adimensionalization

Mean temperature fields are slightly modified by radiation as shown in Figs. and Radiation enhances
the energy transport specially in the entrance zone at which large temperature gradients are present. Then, radiation
slightly shortens the temperature potential core and smooths the gradients of mean temperature. Comparing the
temperature rms adimensionalized by the local Favre averaged temperature shown in Figs. [I8¢ with Fig. it can

be seen that the fields are similar. The maximum difference in temperature fluctuations is approximately 10%.

21



465

5 850
800
750
700
650 >
e —— ] S
= | | 600 )
550
500
450
400
5
0 0 2 4 6 8 10

0 2 4 6 8 1
) z/d
(a) Favre averaged temperature of the heated jet (b) Favre averaged temperature of the heated jet without ra-
including radiation. diation.
5
0.2
0.18
0.16
014 &
- 0122
= 0 -
;3 ~
0.1 -
0.08 L
0.06
0.04
0.02
-5
0 2 4 6 8 10 0 2 4 6 8 10
x/d x/6
(c) Favre averaged temperature fluctuations of the heated (d) Favre averaged temperature fluctuations of the heated jet
jet including radiation. without radiation.

Figure 18: Comparison of averaged temperature fields and its fluctuations between the radiative (a,c) and the non-radiative (b,d) heated

plane jet.

To characterize the effects of radiation in the heat transport, the averaged energy balance in terms of enthalpy

for the plane jet is analyzed. It can be simplified assuming statistically steady state and a low mach number as

OpuHrh) | AUy 0 <)\8T> T (Praa). (26)

————

- - Radiative power
Mean flow advection  Turbulent convective heat flux Molecular diffusion

The enthalpy balance for both the radiative and non-radiative cases is analyzed in the developing zone in Fig. [[9]in
which cross-section profiles at @ = 1§ of terms in Egs. are adimensionalized by the factor yy o/ (A{U:}CLA{T:}{p)).
In the developing zone, the transport of enthalpy occurs around the jet edge for the non-radiative jet (Fig. [19al);
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while in the radiative jet, showed in Fig. [I9B] a significant enthalpy transport occurs in the jet core due to radiation
and it is compensated by mean flow advection. Mean flow advection and turbulent convective heat flux have opposite
effects. However, because turbulence has not yet penetrated in the jet centerline in the developing zone, turbulent

convective heat flux has null effects in the jet core.
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Figure 19: Cross-section profiles of the enthalpy budget main terms at « = § for (a) the non-radiative and (b) the radiative jets.

Figure shows an analysis of the enthalpy balances in the developed region (x=104). Again, all terms of the
balances have been adimensionalized by the factor 5/ (A{U.}CLA{Tc}(p)). It can be seen that the mean flow
advection and the turbulent convective heat flux term strongly dominate the enthalpy balance in the studied case.
The radiation term in the balance of Eq. [26] has a negligible contribution at the developed zone but it is significant
in the developing zone. This situation is produced due to the lower temperature gradients involved in the developed

zone and the increased turbulent fluctuations in the developed zone which enhance the turbulent convective heat flux.
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Figure 20: Cross-section profiles of the enthalpy budget main terms at « = 106 for (a) the non-radiative and (b) the radiative jets.

Mean temperature decay which provides a measure of the overall cooling of the jet is shown in Fig. where
ATy =Ty —T5 and A{T,} = {T},=0—T». Surprisingly, despite the fact that radiation has no effects on the developed
zone, as shown in Fig. the mean temperature at the jet centerline decays faster in the radiative case than in the
non-radiative case. In Figure fitted lines are added in the region 8 < /6 < 10. Figure shows that the jet
half-with based on temperature for the radiative case is slightly larger than for the non-radiative case. Temperature
profiles of the uncoupled and coupled heated jets, shown in Fig. collapse almost in the same curve when the y

coordinate is adimensionalized by y; 2 -
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Figure 21: Comparison of mean temperature-related quantities between the radiative (R) and the non-radiative (NR) jets. Fitted
2

lines (AA{;‘)‘}> = Q71 (% +Q2,T) are defined by Q1,7 = 0.3697 and Q27 = —2.9090 for the NR case; and Q1 7 = 0.4517 and

Q2,7 = —3.2460 for the R case.

Figure [22a] shows the root-mean-square of temperature fluctuations along the jet centerline adimensionalized
by the local Favre average excess temperature. While for the non-radiative jet, temperature fluctuations start to
develop beyond x = 44, in the radiative case, temperature fluctuations start further downstream and its intensity
remains slightly lower than in the non-radiative jet. Dimensionless cross-section profiles of temperature fluctuations
at = 100 are presented in Fig. 225l Temperature fluctuations almost collapse onto the same curves with classical

adimensionalization although slightly different trends can be observed.
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Figure 22: Comparison of temperature fluctuations-related quantities between the radiative and the non-radiative plane jet.
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4.4. A novel adimensionalization for the mean temperature field to correct variable density effects

As observed in Fig. 214 the classical adimensionalization fails to give the same slope for the temperature decay
between radiative and non-radiative cases despite the negligible contribution of radiation in the developed region.
In this section, a novel adimensionalization based on approximate conservation of the convective heat flux is derived
in order to collapse the temperature decay of different heated jets even though developing conditions are different.
This assumption is exact for negligible coflow and radiative effects. It allows here to correct variable density effects
for the investigated case with moderate radiative transfer. This adimensionalization can then be used to distinguish
whether radiation changes the dynamic mechanisms in the developed region or not.

Conservation of the convective heat flux in a free jet can be expressed by the equation

o +o00
5 | Hwamy =0 2n)
For the new scaling, temperature and density fields are assumed self-similar in the form A{T.} = A{T.}fr(n)
and (p) = (pc)f,(n). Considering a strong jet with minor co-flow effects, velocity self-similarity is expressed in the
form {u} = {U.}fu(n). Note that A{T.}, (p.) and {U.} are respectively temperature, density and velocity scales
that depend only on downstream position, while fr(n), f,(n) and f,(n) are distribution functions depending on the
dimensionless coordinate 7 = y/y1/2,7. The choice of a unique length scale, in this case y; /2 7, implies that self-
similarity on temperature, density and velocity can be described with the same local length scale, which is consistent
since the jet growths are proportional among them. Then, Eq. can be written as

+oo
PHUI AT 1 o / F2()f5(m) fulm)dy = constant, (25)

— 00

which implies that the product (p.){Uc}A{Tc}y1 21 is independent of x in the self-similar region. Then, in this

region, the convective heat flux conservation can be expressed as

(P{US AT}y /2,7
Po TUgATyo

where ug = % f5 Uin(y)dy is analogous to pg defined in

Similar to the derivation of the scaling for the velocity decay in the jet centerline [81], it is possible to deduce a

= constant. (29)

scaling for the temperature decay. Defining an equivalent heat jet opening characterizing thermal transfer, r. 7, as

rer = yiT (<Z>) ({3})2 | (30)

the convective heat flux conservation presented in Eq. (29) can be expressed as

A{T,} ? Y1/2,T
—_— 2 = . 1
( AT, ) rer constant (31)

Then, similar to Egs. 1' and , the temperature decay (ATO/A{TC})2 in the self-similar region has a linear

relationship with the streamwise coordinate in the form

(AA{%}Y =Gur (i ! Q”) ’ (32)

s
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assuming self-preserving temperature, density and velocity distributions; the temperature decay of heated jets has a

universal behavior in the self-similar region when adimensionalized by the equivalent heat jet opening introduced in

Eq. .

4.5. Radiation effects on temperature using the new scaling

Figure[23]shows again the centerline temperature decay and temperature profiles of the uncoupled and coupled jets
but this time using the equivalent heat jet opening based on the convective heat flux conservation to scale the results.
Additionally, the linear regressions of the centerline temperature decay in the developed region (85 < x < 104) is
shown in Fig. In contrast with Fig. it can be observed that in Fig. the temperature decays of the
radiative and the non-radiative jets collapse into almost the same curve presenting nearly the same slope when the z-
coordinate is scaled by r 7. Figure shows the collapse of temperature profiles for the radiative and non-radiative
jets at the same x = 97 r which actually corresponds to z = 9.766 for the non-radiative jet and to x = 9.154 for the

radiative jet, although the classical scaling was already collapsing mean temperature profiles onto almost the same

curve.
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Figure 23: Comparison of mean temperature-related quantities between the radiative (R) and the non-radiative (NR) jets scaled using
2

re.r. Fitted lines (%) =Qir (/”T + QQ,T) are defined by Q1 7 = 0.2505 and Qo 7 = 1.0962 for the NR case; and Q1 7 = 0.2513

and Q2,7 = 1.6099 for the R case.

In order to quantitatively compare the behavior of the temperature decay between the radiative and non-radiative
jets, results of the linear fitting coefficients in the self-similar zone (beyond = = 74) for both the new scaling (using
rer in Eq. and the classical scaling (using § instead of r. 7 in Eq. are summarized in Table

On the one hand, values of Qo 1 differ between R and NR cases for both scalings due to the inclusion of the
radiative heat exchange which affects the developing zone. On the other hand, while Q1 coefficients are significantly
different (22.2%) when comparing R and NR cases using the classical scaling, they have a small difference (0.32 %)
using the new scaling based on the equivalent heat jet opening.

Temperature fluctuations along the jet centerline for the radiative and non-radiative jets are shown in Fig.
adimensionalized using r. 7. The intensity of the temperature fluctuations is first slightly lower for the radiative case
at the developing region in which radiation has a significant impact on the flow. However, once in the developed region,

the intensity of temperature fluctuations at the jet centerline collapses almost into the same value. Additionally,
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Table 2: Comparison of decay and spread of temperature fitted coefficients for the radiative and non-radiative jets using scaling based

on the convective heat flux conservation.

Scaling Jet case Qi1 Q21
Non-radiative 0.3697 -2.9090
Classic scaling
Radiative 0.4517 -3.2460
Non-radiative 0.2505 1.0962
New scaling
Radiative 0.2513 1.6099

the collapse of cross-section temperature fluctuation profiles for the radiative and non-radiative jets at the same

x = 9re 7 is presented in Fig.
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Figure 24: Comparison of temperature fluctuations-related quantities between the radiative (R) and the non-radiative (NR) plane jets

scaled using 7 7.

The negligible contribution of radiation in the enthalpy balance at the developed region entails that the heat
transport physical mechanisms remain the same for both the radiative and the non-radiative cases in the developed
region. However, the effects of radiation in the developing region modify indeed temperature and density fields
generating different heated jets downstream. The new scaling based on the equivalent heat jet opening has shown
to counterbalance the differences of density and velocity between the uncoupled and coupled heated jets, allowing to

identify a same nature of heat transfer for cases without radiation and cases with small-to-moderate radiative effects.

5. Conclusions

Direct numerical simulations of heated jets uncoupled and coupled with thermal radiation are analyzed to discuss
the scaling of variable density jets. Before presenting coupled simulations, velocity and Reynolds stresses profiles of
the isothermal plane jet are validated by comparison with previous experimental and numerical studies. Additionally,
the turbulent kinetic energy balance of the isothermal jet is checked and each term is compared with available data.
Regarding the heated jet without including radiation, the profile of mean temperature and the downstream evolution
of temperature fluctuations are compared with previous experimental works. The constancy of the momentum flow

rate per unit span is checked for the isothermal and heated jets. Moreover, the scaled velocity decay of the heated
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and isothermal jets collapses almost onto the same curve. These uncoupled results demonstrate the adequacy of the
DNS numerical setup. The inlet velocity profile is here combined with artificial turbulence to shorten the domain
with a quick destabilization of the potential core to yield a reduced computational time. Despite the limited extent of
the present domain; the obtained profiles of first and second order moments of velocity fields beyond x = 86 compare
quite well with previous self-similar profiles, and besides, linearity in the velocity decay rate and the jet half-width
growth is observed in the region 8§ < x < 104.

In the coupled case with radiation, an analysis of the enthalpy balance at the initial zone shows that radiation
has a major contribution of heat transport modifying temperature and density fields. On the other hand, a negligible
radiative contribution is found in the developed region. Thus, for both uncoupled and coupled heated jets, the
nature of heat transfer remain the same, which is here the turbulent heat transport. However, despite this minor
contribution of radiation in the developed region, the classical jet scaling law fails to give the same temperature
decay slope between the radiative and non-radiative cases. This could wrongly lead to conclude on a modified
balance of heat transport mechanisms in the studied case. In fact, thermal radiation can have two kind of effects
on the temperature profile: a direct one from radiative energy transfer and an indirect one due to the modified flow
density.

The proposed equivalent heat jet opening deduced from the convective heat flux conservation equation has shown
to compensate density differences to collapse both radiative and non-radiative jets profiles onto the same temperature
decay rate in the developed region. This scaling accounts for the indirect effects of variable density in cases with
radiation. It allows for distinguishing whether radiation modifies the heat transfer mechanisms in the developed
region or not. In the studied case, it is now clearly identified that is does not.

The present results achieved with DNS coupled to a ck model and Monte-Carlo to describe radiation may serve
as a reference case to compare simplified approaches such as LES for the turbulence model, or Weighted Sum of Gray
Gases (WSGG) and its modern variants for modeling radiative properties combined with deterministic approaches
to solve the RTE like DOM.

Further investigations with larger impact of radiation will be carried out in the future and will benefit from the
derived scaling law to discriminate strong radiative impact from indirect effects on the modification of the density

field.
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