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Eigenlogic
in the spirit of George Boole

Zeno Toffano

Abstract. This work presents an operational and geometric approach
to logic. It starts from the multilinear elective decomposition of binary
logical functions in the original form introduced by George Boole. A jus-
tification on historical grounds is presented bridging Boole’s theory and
the use of his arithmetical logical functions with the axioms of Boolean
algebra using sets and quantum logic. It is shown that this algebraic
polynomial formulation can be naturally extended to operators in finite
vector spaces. Logical operators will appear as commuting projection
operators and the truth values, which take the binary values {0, 1}, are
the respective eigenvalues. In this view the solution of a logical propo-
sition resulting from the operation on a combination of arguments will
appear as a selection where the outcome can only be one of the eigenval-
ues. In this way propositional logic can be formalized in linear algebra
by using elective developments which correspond here to combinations
of tensored elementary projection operators. The original and principal
motivation of this work is for applications in the new field of quantum in-
formation, differences are outlined with more traditional quantum logic
approaches.

Mathematics Subject Classification (2010). Primary: 81P10; Secondary:
03B05, 05C50, 15A69, 81P68, 94C10.

Keywords. Boole’s propositional logic, truth tables, switching theory,
orthogonal projection matrix, quantum logic, quantum gates.

1. Introduction

The year 2015 celebrated discretely the 200th anniversary of the birth of
George Boole (1815-1864). His visionary approach to logic has led to the for-
malization in simple mathematical language what was prior to him a language
and philosophy oriented discipline.

.
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His initial motivation as it appears clearly in his first work on logic in
1847: “Mathematical Analysis of Logic” [1] was to propose an algebraic formu-
lation which could generate all the possible logical propositions, to express
any logical proposition by an equation, and find the most general conse-
quences of any finite collection of logical propositions by algebraic reasoning
applied to the corresponding equations. He then wrote the synthesis of all his
investigations in logic in 1854 with the “The Laws of Thought” [2].

In 1847 George Boole was already an outstanding mathematician, he
was awarded the Gold Medal of the Royal Society in 1844 for his memoir
“On a General Method in Analysis”. He was an expert in the resolution
of nonlinear differential equations and introduced many new methods using
symbolic algebra as is well outlined by Marie-Jose Durand-Richard in [3] and
Maria Panteki in [4].

Evidently George Boole became fond of operators because of his suc-
cesses in applying the algebra of differential operators in the years 1841—1845.
His approach can be viewed as operational, this characteristic is rarely con-
sidered nowadays as pointed out by Theodeore Hailperin [5, 6].

George Boole (see [1] p.16) uses X, Y , Z... to represent the individual
members of classes. He then introduces the symbol x, which he named elective
symbol, operating upon any object comprehending individuals or classes by
selecting all the X’s which it contains. It follows that the product of the
elective symbols “xy will represent, in succession, the selection of the class
Y , and the selection from the class Y of such objects of the class X that are
contained in it, the result being the class common to both X’s and Y ’s”. In
logical language this is the operation of conjunction, AND.

An expression in which the elective symbols, x, y, z..., are involved
becomes an elective function only if it can be considered “interpretable” in
logic. George Boole did not give a precise definition of what he meant by an
elective function, it seems likely that he meant that any algebraic function
in elective symbols x, y, z..., would be an elective function. This is the case
when the expression sums up to the two possible values 0 and 1. In logic
the numbers 0 and 1 correspond to false and true respectively. So, according
to George Boole, all the quantities become interpretable when they take the
values 0 and 1.

George Boole’s logic using symbolic algebra was different and new be-
cause he was convinced that logic had not only to do with “quantity” but
should possess a “deeper system of relations” that had to do with the activity
of “deductive reasoning”. Now with these premises he was able to use all the
common operations of ordinary algebra but introducing a special condition
on the symbols: the idempotence law x2 = x. This law can only be satis-
fied by the numbers 0 and 1 and was by him considered as the peculiar law
for logic. In his second book on logic [2] he gives to this law the status of
“the fundamental law of thought”. An interesting outlook of the relation in
modern logic of this idempotence law with the law of contradiction has been
recently given by Jean-Yves Béziau in [7].



Eigenlogic 3

For George Boole all arguments and functions in logic can be considered
as elective symbols. For example he stated (p.63 in [1]) : “It is evident that if
the number of elective symbols is n, the number of the moduli will be 2n, and
that their separate values will be obtained by interchanging in every possible
way the values 1 and 0 in the places of the elective symbols of the given
function.” n stands for the number of elective symbols which correspond to
the number of arguments of the logical system or in modern language its
arity (the letter m in the original text is here replaced by the letter n). The
moduli, for George Boole, are the co-factors in the development (p. 62 in [1]).
From what stated above an obvious conclusion is that there are 22n

possible
expansions of elective functions, but curiously George Boole does not draw
this conclusion explicitly.

With the introduction of truth tables by Charles Sanders Peirce in the
early 1880’s [8], attracting little attention at the time, as stated by Karl
Menger in [9] and successively, around 1920, rediscovered simultaneously and
independently by Emil Post [10] and by Ludwig Wittgenstein (prop. 5.101 in
the Tractatus [11]) the counting of the number of possible elementary logical
propositions (connectives) became an evidence.

By the way Emil Post in [10] extended the truth table method to alpha-
bets greater than binary (m > 2) leading to the combinatorial number mmn

of elementary multivalued logical connectives with m values and n arguments.

The aspect of Boole’s method which has been much discussed was his
interpretation given to the two special numbers: 1 and 0. The number 1
represented for him the class of all conceivable objects i.e. the entire universe,
and naturally the number 0 should have represented the empty class. But it
is not clear in [1, 2] if George Boole does ever refer to 0 as being a class, or
was it just part of his algebraic machinery? As for the objection to the use
of 1, it has been to the requirement that it refer to the entire universe as
opposed to a universe of discourse (extent of the field within which all the
objects of our discourse are found) [12].

George Boole introduces considerable vagueness in [1] as to when one
is working in a logic of classes, and when in a logic of propositions. In his
propositional calculus he restricted his attention to statements that were al-
ways true or always false, this reduces hypothetical propositions to categorical
propositions. In 1854 [2] George Boole more explicitly replaces the algebra of
selection operators by the algebra of classes.

As was outlined by Theodore Hailperin in [5] the elective symbols and
functions denote operators and it will be emphasized in this work that the
algebra of elective symbols can also be interpreted as an algebra of com-
muting projection operators and used for developing propositional logic in a
linear algebra framework by the isomorphism of Boole’s elective symbols and
functions with commuting projection operators. This new method is named
Eigenlogic [13, 14, 15].

In this paper hypothetical propositions will not be considered, the anal-
ysis will be restricted to what is currently named propositional logic (also
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named sentential logic) and will not deal with predicate logic (also named
first-order logic) which uses quantifiers (the existence quantifier ∃ and the
universal quantifier ∀) on propositions. Possibilities of extending Eigenlogic
to first order logic have been presented at UNILOG 2018 [14] and discussed
in [15].

2. Elective symbols and functions

2.1. Idempotence and Boole’s development theorem

Elective symbols obey the following laws, these are sufficient to build an
algebra.

Law (2.1) says that elective symbols are distributive. This means, ac-
cording to Boole, that “the result of an act of election is independent of the
grouping or classification of the subject”.

x(u+ v) = xu+ xv (2.1)

Law (2.2) says that elective symbols commute, this because: “it is in-
different in what order two successive acts of election are performed”.

xy = yx (2.2)

Law (2.3) called index law by George Boole represents the idempotence
of an elective symbol, he states: “that the result of a given act of election
performed twice or any number of times in succession is the result of the
same act performed once”.

xn = x (2.3)

As a consequence of this law George Boole formulated the two following
equivalent equations.

x2 = x

x(1− x) = 0 (2.4)

Equation (2.4) explicitly shows that the numbers 0 and 1 are the only
possible ones. It also states the orthogonality between the elective symbol x
and (1− x), which represents the complement or negation of x. Also:

x+ (1− x) = 1 (2.5)

this equation shows that the symbol x and its complement (1− x) form the
universe class.

Now with these laws and symbols elective functions can be calculated. It
is interesting to illustrate how George Boole came to a general expression of
an elective function using the Mac Laurin development of the function f(x)
around the number 0 (see [1] p.60). Because of the index law (2.3) or the
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idempotence law (2.4) the symbol x becomes a factor of the series starting
from the second term in the Mac Laurin development, this gives:

f(x) = f(0) + x[f ′(0) +
1

2!
f ′′(0) +

1

3!
f ′′′(0) + ...] (2.6)

Then by calculating the function at the value 1, f(x = 1), using equation
(2.6), one finds a substitute expression of the series. By substituting this
expression back in equation (2.6) one finally gets:

f(x) = f(0) + x(f(1)− f(0))

= f(0)(1− x) + f(1)x (2.7)

In a simpler way these expressions can be obtained directly by classical
interpolation methods using for example Lagrange interpolation polynomials
for a finite number m of distinct points xi. The Lagrange polynomials being
then of degree m− 1 and are given by:

πxi
(x) =

m∏
j (j 6=i)

(x− xj)
(xi − xj)

(2.8)

The interpolation function f(x) of a given function g(x) is then ex-
pressed using the finite polynomial development over the chosen m distinct
points xi :

f(x) =

m∑
i=1

g(xi)πxi(x) (2.9)

For a binary system (m = 2) with alphabet values {0, 1} the two in-
terpolation polynomials are easily calculated from (2.8), giving respectively:
πx0=0(x) = (1−x) and πx1=1(x) = x, which are the same as in (2.7), and for
this alphabet, equation (2.9) is equivalent to equation (2.7) using the inter-
polation points g(0) = f(0) and g(1) = f(1). In this way the demonstration
of the elective development theorem does not necessitate infinite polynomial
power series, e.g. the Maclaurin expansion, as was done with the power series
proof by George Boole in [1].

It must be underlined that Lagrange polynomials (2.8) are by con-
struction idempotent functions at the interpolation points, more precisely:
πxi

(x = xi) = 1 and πxi
(x = xj 6= xi) = 0.

The same method can be extended to other binary alphabets, e.g. the
often employed polar alphabet u ∈ {+1,−1} (which can also be obtained
directly using the Householder transform u = 1 − 2x). Generally the inter-
polation method applies for all multi-valued alphabets (for developments see
[13, 15]).

Equation (2.7) shows that an elective function can be uniquely devel-
oped using the two orthogonal elective symbols x and (1 − x). Now if the
function is to be “interpretable” in logic (George Boole’s formulation) it
should only take the values 0 and 1, and this means that both co-factors
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f(0) and f(1) (moduli for George Boole) take also the values 0 or 1. These
coefficients represent the truth values for the logical function.

How many possibilities, or stated in logical language, how many differ-
ent logical functions can one build using n arguments? As already discussed
before the possible combinations are 22n

. So considering a unique symbol
(arity n = 1), one obtains 4 distinct elective functions. These are shown on
Table 1.

A similar procedure can be used (see p.62 in [1]) for elective functions
of two arguments f(x, y), this gives the following bilinear development using
4 orthogonal and idempotent polynomials:

f(x, y) = f(0, 0)(1− x)(1− y) + f(0, 1)(1− x)y +

+ f(1, 0)x(1− y) + f(1, 1)xy (2.10)

And so on for increasing n. For n = 2 one has 22n=2

= 16 different

elective functions (given in Table 2) and for n = 3, 22n=3

= 256. All elective
functions are idempotent: f2 = f . Here also finite interpolation methods
could be used this time using multivariate functions.

Equation (2.10) represents the canonical elective development of a two
argument elective function and has the same structure as the minterm dis-
junction canonical form in Boolean algebra [5] which represents the disjunc-
tion of mutually exclusive conjunctions (see hereafter).

So this discussion shows that all logical functions can be expressed as
a combination of degree 1 multilinear polynomials and it can be shown that
this decomposition is unique.

George Boole has also developed a method of resolution of what he
called elective equations where for example the question is: for what values
an elective function is true? (see [1] p. 70).

A very simple method used for resolving elective equations uses the or-
thogonality of the different elective polynomials which are multiplied by the
respective co-factors (moduli) f [n](a, b, ...) in the development, these poly-

nomials are named π
[n]
(a,b,...) for a given combination of fixed values (a, b, ...).

This gives the following equation for selecting the individual co-factors for
an n symbol elective function:

f [n](x, y, ...) · π[n]
(a,b,...) = f [n](a, b, ...) π

[n]
(a,b,...) (2.11)

Equation (2.11) can be used whatever the number of symbols and also
when the functions are not explicitly put in the canonical form. For example if
one wants to select the coefficient f(0, 1) out of f(x, y) in equation (2.10), one
simply multiplies the function by the corresponding orthogonal polynomial
(1 − x)y. Without doubt it is most of the times easier to evaluate directly
f(0, 1).
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3. Elective symbolic logic

3.1. Truth tables and elective functions

In this section the link of elective functions with ordinary propositional logic is
presented. Functions and symbols will take exclusively the two binary values
0 and 1 representing respectively the false (F ) and true (T ) character of a
given proposition. Logical functions are classified according to their truth
tables.

Starting from the very simple propositions derived from the single elec-
tive symbol x, according to the function development in equation (2.7), one
sees that there are 4 possible functions depending on the values taken by f(0)
and f(1) respectively. This is shown on Table 1:

function f
[1]
i operator truth table canonical

form

arithmetic

form

f
[1]
0 F 0 0 0 0

f
[1]
1 Ā 1 0 (1− x) 1− x

f
[1]
2 A 0 1 x x

f
[1]
3 T 1 1 (1− x) + x 1

Table 1. The four single argument logical elective functions

In this case the two non trivial propositions are the logical projection A
and its negation Ā. The other two give constant outcomes: false F and true
T whatever the value of the argument.

On Table 2 are shown the 16 elective functions, f
[2]
i , for n = 2 ar-

guments. The corresponding elective polynomials can be straightforwardly
obtained by substituting the respective truth values in front of the four
polynomial terms in equation (2.10). According to the standard classifica-
tion, given for example by Donald Knuth in [16], logical functions are or-
dered with increasing binary number in the truth table (counting order goes
from left to right: the lower digit is on the left). The representation used
here corresponds to what is often called the truth vector of the function:
(f(0, 0), f(0, 1), f(1, 0), f(1, 1)).

f
[2]
0 has the truth values (0, 0, 0, 0) and represents contradiction, f

[2]
1

is NOR with truth values (1, 0, 0, 0) and so on... For example conjunction

(AND, ∧) is f
[2]
8 with (0, 0, 0, 1), disjunction (OR, ∨) is f

[2]
14 with (0, 1, 1, 1)

and exclusive disjunction (XOR, ⊕) is f
[2]
6 with (0, 1, 1, 0).

In table 2 are also shown the canonical polynomial forms issued directly
from eq. (2.10) and the respective simplified arithmetic expressions.

Some precisions on other logical connectives: the expression A ⇒ B
signifies “A implies B”, and the converse A ⇐ B signifies “B implies A”.
The expression for NAND which is “not AND” is given according to the De
Morgan’s law [16] by Ā∨ B̄ . The same for NOR, “not OR”, given by Ā∧ B̄.
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funct.

f
[2]
i

connective for

A and B

truth table canonical form arithmetic

form

f
[2]
0 F 0 0 0 0 0 0

f
[2]
1 NOR , Ā ∧ B̄ 1 0 0 0 (1 − x)(1 − y) 1 − x − y + xy

f
[2]
2 A⇐ B 0 1 0 0 (1 − x)y y − xy

f
[2]
3 A 1 1 0 0 (1 − x)(1 − y) + (1 − x)y 1 − x

f
[2]
4 A⇒ B 0 0 1 0 x(1 − y) x − xy

f
[2]
5 B 1 0 1 0 (1 − x)(1 − y) + xy 1 − y

f
[2]
6 XOR , A⊕B 0 1 1 0 (1 − x)y + x(1 − y) x + y − 2xy

f
[2]
7 NAND , Ā∨B̄ 1 1 1 0 (1−x)(1− y)+ (1−x)y+x(1− y) 1 − xy

f
[2]
8 AND , A ∧B 0 0 0 1 xy xy

f
[2]
9 A⇔ B 1 0 0 1 (1 − x)(1 − y) + xy 1 − x − y − 2xy

f
[2]
10 B 0 1 0 1 (1 − x)y + xy y

f
[2]
11 A⇒ B 1 1 0 1 (1 − x)(1 − y) + (1 − x)y 1 − x + xy

f
[2]
12 A 0 0 1 1 x(1 − y) + xy + xy x

f
[2]
13 A⇐ B 1 0 1 1 (1 − x)(1 − y) + x(1 − y) + xy 1 − y + xy

f
[2]
14 OR , A ∨B 0 1 1 1 (1 − x)y + x(1 − y) + xy x + y + xy

f
[2]
15 T 1 1 1 1 (1−x)(1−y)+(1−x)y+x(1−y)+xy 1

Table 2. The sixteen two argument logical elective functions

Negation complements the function, this operation is obtained by sub-
tracting from the number 1.

The conjunction (AND, ∧) corresponds to the following elective func-
tion:

f
[2]
8 (x, y) = f

[2]
AND(x, y) = xy (3.1)

and its negation NAND is simply:

f
[2]
7 (x, y) = 1− xy = 1− f [2]

AND(x, y) = f
[2]
NAND(x, y) (3.2)

By complementing the input symbols i.e. by replacing the symbols x
and y by 1 − x and 1 − y respectively one gets other logical functions. For
example considering:

f
[2]
1 (x, y) = (1− x)(1− y) = 1− x− y − xy = 1− (x+ y − xy)

= 1− f [2]
14 (x, y) = 1− f [2]

OR(x, y) = f
[2]
NOR(x, y) (3.3)

this is the complement of the disjunction OR named NOR. This result cor-
responds to De Morgan’s law [16] that states that the conjunction AND of
the complements is the complement of the disjunction OR.

f
[2]
14 (x, y) = f

[2]
OR(x, y) = x+ y − xy (3.4)
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remark that the expression for the disjunction OR is given by a polynomial
expression containing a minus sign, this is specific to elective functions, and
it must be this way in order that the functions be “interpretable”.

The expression for the exclusive disjunction XOR is given by:

f
[2]
6 (x, y) = f

[2]
XOR(x, y) = x+ y − 2xy (3.5)

this form differs from what is usually used in logic where the last term is
omitted due to the fact that the addition operation is considered a modulo 1
sum in Boolean algebra. This function represents the parity function giving
1 when the total number of 1’s in the arguments is odd.

The function for implication (named in propositional logic material im-
plication) can also be obtained by the same method, the function correspond-
ing to A⇒ B will be f [2]

⇒ and the converse f [2]
⇐ . According to table 2:

f [2]
⇒ (x, y) = f

[2]
11 (x, y) = 1− x+ xy

f [2]
⇐ (x, y) = f

[2]
13 (x, y) = 1− y + xy (3.6)

Using De Morgan’s theorem, by complementing the arguments, it is easy
to verify that f [2]

⇒ transforms into f [2]
⇐ .

The non-implication cases are given by:

¯f⇒
[2]

(x, y) = f
[2]
4 (x, y) = x− xy = 1− f [2]

⇒

¯f⇐
[2]

(x, y) = f
[2]
2 (x, y) = y − xy = 1− f [2]

⇐ (3.7)

One can of course go on by increasing the number of arguments n in a
straightforward way. Let’s consider n = 3, the conjunction becomes simply:

f
[3]
AND(x, y, z) = xyz (3.8)

The expression for disjunction is obtained in the same way as in equa-
tion (2.10) but with three elective symbols x,y and z. Doing straightforward
calculation and using the 8 truth values (0, 1, 1, 1, 1, 1, 1, 1) gives:

f
[3]
OR(x, y, z) = x+ y + z − xy − xz − yz + xyz (3.9)

which represents the well-known inclusion-exclusion rule, and can be scaled-
up to any n.

For the XOR function with n = 3 one gets, using the truth values
(0, 1, 1, 0, 1, 0, 0, 1):

f
[3]
XOR(x, y, z) = x+ y + z − 2xy − 2xz − 2yz + 4xyz (3.10)

this last expression represents a specific inclusion-exclusion rule which can
be also scaled-up straightforwardly to any n.
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Another very popular function for n = 3 arguments is the majority
MAJ which gives the value 1 when there is a majority of 1’s for the argu-
ments. The function is obtained using the truth values (0, 0, 0, 1, 0, 1, 1, 1):

f
[3]
MAJ(x, y, z) = xy + xz + yz − 2xyz (3.11)

These last two logical connectives are currently used together in digital
electronics to build a binary full-adder using logical gates, the three input
XOR gives the binary sum and the three input MAJ gives the carry out.

So in conclusion this method is completely general and can be straight-
forwardly applied to all logical connectives whatever the number of argu-
ments.

3.2. Logical developments

An idempotent elective function f(x, y, ...) can be evaluated at the values 0
and 1 by using ordinary numerical algebra, and all the usual propositional
functions have truth tables that can be expressed in either the canonical
form or in the arithmetic form as is shown in the two last columns of Table 1
and Table 2. For example exclusive disjunction (XOR, ⊕), expressed in the
canonical form x(1−y)+(1−x)y as well as in the arithmetic form x+y−2xy.

The canonical form corresponds in modern digital logic to the canoni-
cal minterm decomposition. Minterms correspond here to products of elective
polynomials. For example for n = 2 arguments the minterms are the 4 orthog-
onal polynomials given in equation (2.10), in logical language each minterm
is one of the possible 4 conjunctions obtained by complementing none, one
or two arguments.

So one can always put whatever logical function in the SOP (Sum Of
Products) canonical form, also named the full conjunctive normal form [16]
which is a sum of minterms. Specifically a minterm is formed by all input argu-
ments, in a given combination complemented or not, connected by “Product”
corresponding to conjunction (AND, ∧) and “Sum” corresponding to disjunc-
tion (OR, ∨) or equivalently exclusive disjunction (XOR, ⊕) (see discussion
hereafter). Another canonical decomposition is POS (Product Of Sums) of
maxterms. A maxterm being formed of all input arguments connected by dis-
junction (OR, ∨), “Sum”, in a given combination complemented or not, and
‘conjunction (AND, ∧), “Product”. This form is also named the disjunctive
normal form.

A SOP with four input arguments can be considered for the following
working example:

F
[4]
Σm(5,7,10,15)(A,B,C,D) = (A ∧B ∧ C ∧D) ∨ (A ∧B ∧ C ∧D) ∨

(A ∧B ∧ C ∧D) ∨ (A ∧B ∧ C ∧D) (3.12)

The expression Σm(5, 7, 10, 15) is the standard minterm notation, where
the numbers correspond to the specific minterms used in the development.
In this form one can easily verify that only one among all minterms can be
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true at a time, this means that each disjunction ∨ is actually an exclusive
disjunction ⊕. In the minterm SOP decomposition, because all the terms are
orthogonal, disjunction and exclusive disjunction play the same role.

One can write the expression given in equation (3.12) using the formal-
ism presented above by writing directly the elective decomposition:

f
[4]
Σm(5,7,10,15)(x, y, z, r) =

(1− x)y(1− z)r + (1− x)yzr + xy(1− z)r + xyzr = yr (3.13)

so one can transform an expression into other polynomial forms in order to
get a simpler expression.

Significant simplifications are obtained when one can factor an argument
and its complement for the same expression, for example x and (1− x). The
simplest case being the logical projectors such as A in Table 2 where the
canonical form x(1− y) + xy reduces to x. This last argument is essentially
what is used to operate reduction of logical functions by using Karnaugh
maps [16].

3.3. Discussion on elective arithmetic logic

Characteristic of George Boole’s method is that while some terms appearing
in logical expressions may be uninterpretable, equations always are when
suitably interpreted, by the rules (+,−,×, 0, 1), leading in fine always to
the two values 0 and 1. He also recognizes terms that cannot always be
interpreted, such as the term 2xy, which arise in equation manipulations as
for the elective function corresponding to XOR in (3.5). The coherence of the
whole enterprise is justified in what Stanley Burris has later called the rule of
0’s and 1’s [17], which justifies the claim that uninterpretable terms cannot
be the ultimate result of equation manipulations from meaningful starting
formulas. George Boole provided no proof of this rule, but the consistency of
his system was later proved by Theodore Hailperin [5, 17], who provided an
interpretation based on a fairly simple construction of rings from the integers
to provide an interpretation of Boole’s theory (see hereafter).

Even though this procedure is simple and straightforward it is not in the
habits of logic to use these arithmetic expressions, and the reason why is not
so clear. One explanation could be because of technology driven habits: the
development of computers using logical gates as building blocks, and binary-
digits (bits) as information units has generalized what is called “Boolean
algebra” formulated in its actual form by Edward Huntington in 1904 [18],
which is not Boole’s elective algebra [6]. For example addition is considered
in Boolean algebra as a modulo 1 sum giving: x+ x = x. For a Boolean ring
one has even a different rule: x+x = 0 (modulo 2 sum). Whereas the elective
calculation employs normal arithmetic addition and subtraction as described
previously.

Arithmetic expressions are closely related to polynomial expressions
over the Galois field GF2 = Z/Z2, but with variables and function values
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interpreted as the integers 0 and 1 instead of logic values. In this way, arith-
metic expressions can be considered as integer counterparts of polynomial
expressions over GF2. For two Boolean variables x1 and x2 (using here more
standard notation corresponding to two bits) the necessary relations are:

x̄ = 1− x x1 ∧ x2 = x1x2

x1 ∨ x2 = x1 + x2 − x1x2 x1 ⊕ x2 = x1 + x2 − 2x1x2 (3.14)

this resumes all the discussion of the preceding section, the right part of the
equations is called the arithmetic expression.

It seems that, historically, only John Venn explicitly used the original
reasoning of George Boole in order to build his logical graphic diagrams [19].
He used surfaces on a 2 dimensional space which represented the different
logical propositions and more precisely intersection and union corresponding
to conjunction and disjunction. Doing this he had, in some cases, to subtract
portions of surfaces in order to get the correct surface measure. For exam-
ple considering two overlapping surfaces, the surface representing disjunction
(OR, ∨) is obtained by the sum of the two surfaces minus their intersect-
ing surface (without this subtraction one would count twice the intersecting
surface), also for exclusive disjunction (XOR, ⊕) one has to subtract twice
the intersecting surface, this leads to formulae of the inclusion-exclusion type
as illustrated in equations (3.9) and (3.10). The canonical forms of idempo-
tent elective functions in Boole’s algebra are the same as for functions in
Boolean algebra, and the number of these were well-known in the second half
of the 1800s, and fully written out for three variables by John Venn in 1881
[19](according to Ernst Schröder in [20]).

In 1933 Hassler Whitney [21], showed how to convert the modern al-
gebra of classes (using union, intersection and complement) into numerical
algebra, giving three different normal forms (polynomials in x’s, polynomials
in (1 − x)’s, and Boole’s form) for functions. He failed to recognize that he
was converting the modern algebra of classes into Boole’s algebra of classes.
Theodore Hailperin would realize this decades later.

Nowadays these arithmetic developments are still used for describing
switching functions and decision logic design. A good review is given in the
book “Introduction to Logic Design” by Svetlana Yanushkevich [22]. Arith-
metic representations of Boolean functions (i.e. here elective functions) are
known as word-level forms, and are a way to describe the parallel calcula-
tion of several Boolean functions at once. Another useful property of these
arithmetic representations is used for linearization techniques.

The observation that one can express propositional functions, viewed
as switching functions, using polynomials in ordinary numerical algebra, as
George Boole did, was used by Howard Aiken in 1951 in [23], where one
finds tables for minimal ordinary numerical algebraic expressions for switch-
ing functions f : {0, 1}n → {0, 1} up to n = 4. It is interesting to note
that Howard Aiken, who founded the “Harvard Computing Laboratory”, the
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first laboratory devoted to Computer Science at Havard starting in 1937,
developed the first computer, the ASCC (Automatic Sequence Controlled
Calculator), also called Harvard MARK 1 in 1944 with IBM. He first found
that arithmetic expressions can be useful in designing logic circuits and used
them in the successive computers Harvard MARK 3 and MARK 4.

This kind of logic did not breakthrough principally because the family
of Harvard MARK computers where replaced by the ENIAC computer gen-
eration which used semiconductor transistors instead of electromechanical
switches and vacuum tubes and relied on the bit and logical gate paradigm
introduced originally by Claude E. Shannon in his 1938 paper “A Symbolic
Analysis of Relay and Switching Circuits” [24] where he “tailored” Boolean
logic to switching circuits. This fact about Claude E. Shannon is not well
known in the scientific community, he deserves mostly his popularity for the
mathematical definition of information in his famous 1948 paper “A mathe-
matical theory of communication” [25]. But someway 10 years earlier he laid
the foundations of digital electronics with the definition of the “ordinary”
logical gates which are the basic digital electronic building blocks of all com-
puters. An interesting description of these historical facts is in the book “The
Logician and the Engineer: How George Boole and Claude Shannon Created
the Information Age” by Paul J. Nahin [26].

4. Elective projector logic

The following section presents the real new part of this work based on linear
algebra. It will be shown that the results given above can be applied within
the framework of the following matrix operator formalism. It must be em-
phasized that at the time of George Boole methods in matrix linear algebra
were in their nascent form. Most methods have been introduced around 1850,
major contributions are due to Arthur Cayley and James Joseph Sylvester,
the latter having introduced the term matrix. The modern definition of a
vector space was subsequently introduced by Giuseppe Peano in 1888.

4.1. Parallels to Boole’s elective expansion with idempotent projection op-
erators in linear algebra

One question arises: why one would want to find parallels to Boole’s ex-
pansion theorem for idempotent functions of idempotent symbols in linear
algebra? One of the principal motivations of this work is seeking the links
with operational algebra as is used in quantum mechanics in Hilbert space
with applications in the emerging field of quantum information and quantum
computation [13, 15, 27].

Concerning the possible applications of the idempotent linear opera-
tor algebra version of Boole’s operator algebra to quantum mechanics, some
important things can be recalled. Quantum mechanics was a hot topic at
Harvard starting in the late 1920s. Marshall H. Stone, a student of Garret
D. Birkhoff, wrote a book in the early 1930’s on linear operators on infinite
dimensional spaces [28] he then subsequently, starting in 1934, undertook a
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great research effort in logic culminating in two papers on Boolean algebras,
Boolean rings, and Boolean spaces [29, 30].

Marshall H. Stone showed that any Boolean algebra is isomorphic to a
field of sets, and he motivated his algebraic approach to logic by the fact that
it allows to connect many different areas of mathematics. As underlined by
Stanley Burris [17] it is interesting to note that his motivation for studying
Boolean algebra came from the mathematics of areas like quantum mechan-
ics: (quote from his 1936 paper [29]) “The writer’s interest in the subject, for
example, arose in connection with the spectral theory of symmetric transfor-
mations in Hilbert space and certain related properties of abstract integrals.”
This could have meant that he was looking at Boolean algebras of idempo-
tent linear transformations, and realized that there were a lot of examples of
Boolean algebras that had not been considered before. He goes on to prove
that Huntington’s axioms of Boolean algebras [18] are equivalent with the
axioms of commutative rings with unit element, in which every element is
idempotent, called Boolean rings ([29] p. 38).

According to Dirk Schlimm in [31] Marshall H. Stone was able to connect
the theory of Boolean rings also to topology by proving that “the theory of
Boolean rings is mathematically equivalent to the theory of locally-bicompact
totally-disconnected topological spaces”. This identification, also referred to
as the fundamental representation theorem allows for the transfer of topolog-
ical methods to the study of Boolean algebras, and vice-versa, is known as
the Stone duality.

An important work on developing a specific logic for quantum mechan-
ics has been undertaken by Garrett Birkhoff and John von Neumann in their
1936 seminal paper on the subject [32], they proposed the replacement of
Boolean algebras with the lattice of closed subspaces of a (finite) Hilbert
space. Quantum logic has become an independent discipline with many pro-
moters and different versions, even though it has not still reached the status
of an “operational tool” in the emerging quantum information and quantum
computing fields.

But already in 1932 John von Neumann made parallels between pro-
jections in Hilbert space and logical propositions (Ch. III: The Quantum
Statistics, Sect 5: Projections as Propositions, p.247 in [33]). As is clearly
stated by François David in [34] John von Neumann noticed that the observ-
ables (name given to Hermitian operators in quantum mechanics) given by
projection operators P, such that P2 = P = P†, correspond to propositions
with a Yes or No (i.e. True or False) outcome in a logical system.

An orthogonal projection operator P onto a linear subspace P , in Hilbert
space is indeed an observable that can take only the eigenvalues 1 if the corre-
sponding quantum state belongs to the subspace P or 0 if the corresponding
quantum state belongs to the orthogonal subspace to P . Thus the two val-
ues 1 and 0 are the only possible eigenvalues of the projection operator P,
and this statement, that a measurement can only give one of the eigenvalues,
is part of the fundamental measurement postulate in Quantum Mechanics
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[33, 34, 27]. Thus measuring the observable P is equivalent to perform a test
on the system, or to check the validity of a logical proposition on the system,
which can only be true or false, and not some combination of these values.
This states in other terms the Aristotelian law of the excluded middle for a
proposition.

In his 1932 book [33] John von Neumann cites the book of Marshall H.
Stone (p.70: Projections in [28]) about the operations conserving the proper-
ties of projection operators and gives the following rules:

P1 ·P2 is a projection iff P1 ·P2 ≡ P2 ·P1 (they commute)

P1 + P2 is a projection iff P1 ·P2 ≡ 0 or P2 ·P1 ≡ 0

P1 −P2 is a projection iff P1 ·P2 ≡ P2 or P2 ·P1 ≡ P2

This shows that the property of projection operators, i.e. idempotence,
is conserved under the operations of (matrix) product P1 · P2, sum P1 +
P2 and difference P1 − P2 only for commuting projection operators, this
condition is usually expressed in quantum mechanics by the commutation
relation P1 ·P2−P2 ·P1 = [P1,P2] = 0 . The sum is only defined for disjoint
subspaces, P1 ∩ P2 ≡ 0, and the difference with the inclusion of subspaces
P2 ⊆ P1. These properties will be at the basis of the development given
hereafter for Eigenlogic, establishing the connection between eigenvalues and
logic because of the fact that idempotent diagonal matrices have only 1’s
and 0’s on the diagonal, and hence these are the only possible outcomes
(eigenvalues).

Also it is interesting to note that the very definition of a pure quan-
tum state when expressed by a density matrix, also introduced by John von
Neumann, is a ray : a rank-1 idempotent projection operator spanning a one-
dimensional subspace. All these concepts lay at the foundations of quantum
theory.

The work presented here can be understood in this framework, even
though one does not need here (at least at this stage) the non-commutative
algebra which is at the basis of the peculiar aspects of quantum theory, hav-
ing as consequence, for example, the non-distributivity of quantum logic. The
approach here can be viewed as classical in the sense that the discussion is
restricted to families of commuting observables which are here projection op-
erators. But because this approach uses observables it can also be considered
as being part of the global “quantum machinery”. Most problems in tradi-
tional quantum physics deal with finding eigenfunctions and eigenvalues of
some physical observable, the most investigated being the Hamiltonian ob-
servables whose eigenvalues represent the energies of a physical system and
whose eigenstates are the stationary states representing the stable equilib-
rium solutions, in the form of wavefunctions, of the Schrödinger equation.
The non-traditional aspects of quantum mechanics, principally superposi-
tion, entanglement and non-commutativity, are largely employed in the field
of quantum information and are considered as a resource for quantum com-
puting [27]. Nothing in the formulation presented here forbids to explore
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outside of the family of commuting logical projection operators, or to con-
sider vectors that are not eigenvectors of the same logical family. This is the
object of ongoing research (see [13, 14, 15, 37]).

4.2. Link of George Boole’s formulation with linear algebra

If one goes back to the motivation of George Boole’s elective symbols, one
sees that he applies them as selecting operators on classes of objects. As
outlined in [4] expressions which do not represent classes are called by George
Boole “uninterpretable”, and are formally recognizable as those which do
not satisfy the idempotence law x2 = x. Characteristic of the method is that
while expressions may be uninterpretable, equations always are when suitably
interpreted by rules.

But in his first book [1] he was limited by the interpretation of the
number 1 which he considered as the unique class U representing the whole
universe. Because of this, without going into all the details, see for example
[5, 6], he changed the method in his second book in 1854 [2] and applied the
formalism to subclasses of the universal class U .

Modern terminology will be used to describe what George Boole was
doing: the word class should be used as a synonym for the modern word set.
In [1] he starts with the universe class U and looks successively in [2] at the
collection P (U) of subclasses. The definition of the selection (i.e. elective)
operator SA defined for P (U)→ P (U) for A ∈ P (U) acting for X ∈ P (U) is
given, by the intersection:

SA(X) = A ∩X (4.1)

Using composition of operators for multiplication, his operators were
associative, commutative and idempotent. Letting 0 be the empty class, 1
the universe U , one has S0(X) = 0, S1(X) = X. Addition was partially
defined, namely SA + SB , was defined for A ∩ B = 0. Likewise subtraction
was also partially defined.

When considering all the laws that George Boole actually uses with the
operations (+,−,×, 0, 1) can be viewed as a set of axioms for a mathematical
theory, Theodore Hailperin finds [5] that the correct interpretations or models
are obtained if one considers, not classes, but multisets as the entities over
which the variables range. The operators defined here-above carry over to
signed multisets, which are conveniently expressed as a map f : U → Z.
Then George Boole’s classes correspond to characteristic functions by the
means of the map α : Λ→ Λ̂, where Λ̂(u) is 1 if u ∈ Λ and 0 otherwise. The
collection of maps from U to Z is usually written as ZU , a ring of functions
with scalar multiplication (by elements of Z), where the operations are given
pointwise, that is, for u ∈ U . Boole’s election operators SA on P (U) can thus
be translated to corresponding operators which are the set of idempotent
elements of the ring ZU .

If one wants to use linear operations on a vector space, one needs to
extend the ring ZU to a field F , since vector spaces are defined over fields,
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thus the set of idempotents {0, 1}U , the ring of signed multisets ZU and the
algebra of functions FU over F verify:

{0, 1}U ⊆ ZU ⊆ FU (4.2)

The isomorphism between the ring ZU restricted to its idempotent el-
ements {0, 1}U and Boole’s algebra of classes on P (U) is due to Theodore
Hailperin in [5]. His breakthrough was to point out this equivalence: the set
of elements x of an algebra of signed multisets which satisfy x2 = x constitute
a Boolean algebra. But most importantly all the axioms that were needed by
Boole’s (partial) algebra of logic hold in the complete algebra ZU . This means
that Boole’s equational reasoning was correct in ZU , and thus in his partial
algebra P (U). So finally, as is pointed out by Stanley Burris [17], much of
Boole’s work in logic had a solid foundation.

There is also an isomorphism between the ring of linear operators on
FU , restricted to those linear operators defined by left multiplication (i.e.
ordered matrix product) by an idempotent element of FU and Boole’s algebra
of selection operators SA on P (U). A linear operator on FU that is defined
by left multiplication by an idempotent is the same as the one given by
left multiplication by a diagonal matrix with the idempotent characteristic
function Λ̂ along the diagonal.

From Theodore Hailperin’s book [5] it is clear that given any commu-
tative ring R with unity and without nilpotent elements one has parallels to
all of George Boole’s theorems, not just the development theorem, holding
in the ring. One can think of such a ring as a ring of operators acting by
left multiplication on R. Indeed R can be viewed as a unitary left R-module.
Thus one also has parallels to Boole’s results in [1].

If one takes the ring R to be the ring ZN of N -tuples of integers, then the
idempotent elements are the N -tuples with {0, 1} entries. By identifying the
N -tuple operators with N ×N diagonal matrices (vector space of dimension
d = N), and the elements of the ring with column vectors, one gets the linear
algebra situation treated hereafter. It must be outlined that because of binary
cardinality one has here d = N = 2n.

4.3. The seed projection operator and one argument operators

As stated above the elective symbols represent operators acting on a given
class of objects (a subclass P (U) of the universe class U). In this way the
elective operator represented by the number 1 will simply become the identity
operator for the considered subclass. Using the framework of linear algebra,
operators are defined on a vector space whose dimension depends on the
number of arguments (the arity) in the propositional system.

So what operators can represent the selection of elements out of a class?
The straightforward answer in linear algebra are the projection operators
which have the property of idempotence.

Considering the case of objects belonging to one single class, the corre-
sponding projection operator Π of this class will act on vectors. Now what
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are the expected outcomes when applying this projection operator? If a vec-
tor |a > corresponds exactly to elements of the class, the following matrix
equations will be verified:

Π· |a >= 1 · |a > Π · |a >= 0 · |a > (4.3)

The Dirac bra-ket notation, where |ψ > is the ket, is the usual notation
in quantum mechanics, representing quantum state vectors, which are or-
thonormal vectors. Here we use this notation to represent our logical vectors.
The values 0 and 1 are the two eigenvalues of the two projection operators
associated with the two eigenvectors. As before, if interpretable results are
to be considered in logic, the only possible numbers for these eigenvalues are
0 and 1.

1 is obtained for objects belonging to the considered class and 0 for
objects not belonging to it. In the last case one defines the complement
vector |a >.

The True eigenvalue 1 will correspond to the eigenvector |a >, named
|1 >, and the False eigenvalue 0 will correspond to the complementary eigen-
vector |a > named |1 >.

When these properties are expressed in matrix form the projection op-
erators Π(1) and Π(0) are 2 × 2 square matrices and the vectors |a > and
|a > are 2 dimensional orthonormal column vectors:

Π(1) = Π =

(
0 0
0 1

)
Π(0) = I2 −Π =

(
1 0
0 0

)
(4.4)

|a >=

(
0
1

)
|a >=

(
1
0

)
(4.5)

The two projection operators given in equation (4.4) are complementary
and idempotent, this last condition is written:

Π ·Π = Π2 = Π (4.6)

One can then construct the 4 logical operators corresponding to the 4
elective functions given in Table 1 corresponding to the single argument case
n = 1. Capital bold letters are used here to represent operators.

A = Π =

(
0 0
0 1

)
Ā = I2 −Π =

(
1 0
0 0

)
T = I2 =

(
1 0
0 1

)
F = 02 =

(
0 0
0 0

)
(4.7)
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A is the logical projector and Ā its complement. The T (True, Tautol-
ogy) operator corresponds here to the identity operator in 2 dimensions I2 .
F (False, Contradiction) corresponds here to the nil operator 02.

Remark that I2 and 02 are also projection operators (idempotent). So
in general for one argument the matrix form of the projection operator cor-

responding to the logical function f
[1]
i (x) given on Table 1 is:

F
[1]
i = f

[1]
i (0) Π(0) + f

[1]
i (1) Π(1) =

(
f

[1]
i (0) 0

0 f
[1]
i (1)

)
(4.8)

This equation represents the spectral decomposition of the operator and
because the eigenvalues are real the logical operator is Hermitian and can
thus be considered as an observable. In this way, in Eigenlogic, the truth
values of the logical proposition are the eigenvalues of the logical operator.
In the very simple case where 0 and 1 are both not degenerate eigenvalues,
the projection operators relative to the eigenvector basis take the form of
the logical projection operator A and its complement Ā. As is done in quan-
tum mechanics one can find the set of projection operators that completely
represent the system, in particular by lifting the eventual degeneracy of the
eigenvalues. Here eigenvalues are always equal to 0 or 1 and the question
about the multiplicity of eigenvalues is natural. This last point is important
in the model, because not only mutually exclusive projection operators are
representative of a logical system, the complete family of commuting projec-
tion operators (the logical family) must be used in order to completely define
the logical system. When these properties are expressed in matrix terms this
means that the matrix product of the logical commuting projection operators
is not necessarily equal to 0.

4.4. Extending to more arguments

As seen above when representing logic with n arguments (n-arity) using idem-
potent projection operators various possibilities are intrinsically present in a
unique structure with 22n

different projection operators. Once the eigenbasis
is chosen the remaining structure is intrinsic thus basis independent.

The extension to more arguments can be obtained by increasing the
dimension, this is done by using the Kronecker product ⊗. It is a standard
procedure in linear algebra justified because it can be shown (Wedderburn
little theorem [34]) that any finite division ring (a divison ring is the analogue
of a field without necessitating commutativity) is a direct product of Galois
fields GFp = Z/Zp (p prime), in the binary case considered here p = 2. The
direct product becomes explicitly the tensor or Kronecker product of linear
operators.

In this work the application of this method was originally inspired from
the composition rule of quantum states, which has the status nowadays of
postulate in quantum mechanics [27] where the quantum state vector corre-
sponding to the composition of two quantum systems represented by two sub-
spaces in Hilbert space, is the Kronecker product of the respective quantum
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state vectors. The operators acting in the combined space are combinations
of the quantum operators in the respective sub-spaces. The interesting fact
is that for the combined case new structures appear, named non-local, that
cannot be put as simple Kronecker products but are linear combinations of
these. It will be shown that several projection operators presented hereafter
are not simply Kronecker products of elementary projection operators but
can be linear combinations of these.

In the following, as before for the elective logical functions, superscripts
are used in order to indicate how many arguments are used (arity) in the
propositional system.

One can verify that in equation (4.7) all the four logical operators are
effectively idempotent and commuting. The correspondence of the elective
symbol x with the elementary seed projection operator Π will be used in the
following to build higher arity logical operators.

For 2 arguments (arity n = 2) one needs 4 commuting orthogonal rank-
1 projection operator operators in order to express the development in the
same way as in equation (2.10).

Two properties of the Kronecker product with idempotent projection
operators have to be outlined.

• The Kronecker product of two projection operators is also a projection
operator.
• If the projection operators have a rank equal to 1 (a single eigenvalue is

1 and all the others are 0) then their Kronecker product is also a rank-1
projection operator.

Using these two properties, the 4 commuting orthogonal rank-1 projec-
tion operators spanning the 4 dimensional vector space can be calculated in
a straightforward way:

Π
[2]
(0,0) = (I2 −Π)⊗ (I2 −Π) =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0



Π
[2]
(0,1) = (I2 −Π)⊗Π =


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0



Π
[2]
(1,0) = Π⊗ (I2 −Π) =


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0



Π
[2]
(1,1) = Π⊗Π =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 (4.9)
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By the same procedure as in equation (2.10), one can write the operators
for n = 2 arguments for a two-argument function (see Table 2) using the
projection operators given in equation (4.9):

F
[2]
i =


f

[2]
i (0, 0) 0 0 0

0 f
[2]
i (0, 1) 0 0

0 0 f
[2]
i (1, 0) 0

0 0 0 f
[2]
i (1, 1)

 (4.10)

The coefficients (co-factors) are the logical function’s truth values given
on Table 2.

This method can be extended to whatever number of arguments n using
the same seed projection operator Π and its complement (I2 −Π).

4.5. Logical operators for two arguments

For arity n = 2 the polynomial expressions have already been calculated in
table 2, so one can write down directly the corresponding operators. One has
to express the logical projectors corresponding to the two arguments x = a
and y = b and this is given using the formulation (4.10) by considering the

truth values of the functions f
[2]
12 and f

[2]
10 , these operators are:

A[2] = F
[2]
12 = 1 ·Π[2]

(1,0) + 1 ·Π[2]
(1,1) = Π⊗ I2 =


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

 (4.11)

B[2] = F
[2]
10 = 1 ·Π[2]

(0,1) + 1 ·Π[2]
(1,1) = I2 ⊗Π =


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

 (4.12)

Here are some examples: the conjunction operator for n = 2 will simply
be the product of the two logical projectors:

F
[2]
AND = A[2] ·B[2] = (Π⊗I2)·(I2⊗Π) = Π⊗Π =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 (4.13)

where the following particular distributive property of the Kronecker product
has been used: if P , Q, R and S are operators having the same dimension:

(P ⊗Q) · (R⊗ S) = (P ·R)⊗ (Q · S) (4.14)
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The disjunction operator can be directly written, using equation (3.4):

F
[2]
OR = A[2] + B[2] −A[2] ·B[2] =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (4.15)

The exclusive disjunction can also be directly written, using equation
(3.5):

F
[2]
XOR = A[2] + B[2] − 2A[2] ·B[2] =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 (4.16)

Negation is obtained by subtracting from the identity operator (com-
plementation) giving in general for n arguments:

Ā
[n]

= I2n −A[n] (4.17)

this equation can be used to obtain the NAND operator:

F
[2]
NAND = I4 − F

[2]
AND = I4 −A[2] ·B[2] (4.18)

Using De Morgan’s law:

F
[2]
NOR = I4−A[2]−B[2]+A[2] ·B[2] =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 = (I2−Π)⊗(I2−Π)

(4.19)
Material implication is also straightforwardly obtained using the expres-

sion given in Table 2:

F [2]
⇒ = I4−A[2]+A[2] ·B[2] =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

 = I4−(Π)⊗(I2−Π) (4.20)

On Table 3 are given the logical operator forms for the 16 two-argument
logical connectives.

4.6. Logical operators for three arguments

For arity n = 3 one can generate 8 orthogonal 8-dimensional rank-1 projec-
tion operators, for example two of these are given, by:

Π
[3]
(1,1,1) = Π⊗Π⊗Π Π

[3]
(0,1,0) = (I2 −Π)⊗Π⊗ (I2 −Π) (4.21)
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connective for
Boolean A , B

operator di-
agonal form
diag(truth vector)

logical operator F
[2]
i

in the A , B argu-
ment form

logical operator F
[2]
i in the

seed operator Π form

False F diag(0, 0, 0, 0) 0 0

NOR ; A ∨ B diag(1, 0, 0, 0) I−A−B + A ·B (I−Π)⊗ (I−Π)

A⇐ B diag(0, 1, 0, 0) B −A ·B Π⊗ (I−Π)

A diag(1, 1, 0, 0) I−A I− (Π⊗ I)

A⇒ B diag(0, 0, 1, 0) A−A ·B (I−Π)⊗Π

B diag(1, 0, 1, 0) I−B I− (I⊗Π)
A⊕ B diag(0, 1, 1, 0) A + B − 2A ·B Π⊗ (I−Π) + (I−Π)⊗Π

NAND ; A ∧ B diag(1, 1, 1, 0) I−A ·B I− (Π⊗Π)
AND ; A ∧ B diag(0, 0, 0, 1) A ·B Π⊗Π
A ≡ B diag(1, 0, 0, 1) I−A−B + 2A ·B Π⊗Π + (I−Π)⊗ (I−Π)
B diag(0, 1, 0, 1) B I⊗Π
A⇒ B diag(1, 1, 0, 1) I−A + A ·B I− [(I−Π)⊗Π]
A diag(0, 0, 1, 1) A Π⊗ I
A⇐ B diag(1, 0, 1, 1) I−B + A ·B I− [Π⊗ (I−Π)]
OR ; A ∨ B diag(0, 1, 1, 1) A + B −A ·B I− [(I−Π)⊗ (I−Π)]
True T diag(1, 1, 1, 1) I I

Table 3. The sixteen two-argument connectives and the
respective Eigenlogic operators

The logical projectors are:

A[3] = Π⊗ I2 ⊗ I2 B[3] = I2 ⊗Π⊗ I2 C [3] = I2 ⊗ I2 ⊗Π (4.22)

For arity n = 3 the conjunction AND becomes then straightforwardly:

F
[3]
AND = A[3] ·B[3] ·C [3] =



0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1


(4.23)

For arity n = 3 the majority MAJ operator will be a 8× 8 matrix, its
expression can written directly using equation (3.11) and equation (4.22):

F
[3]
MAJ = A[3] ·B[3] + A[3] ·C [3] + B[3] ·C [3] − 2A[3] ·B[3] ·C [3]

=



0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


(4.24)
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4.7. Selection operators

The method for selecting eigenvalues is similar to the one for elective functions

given in equation (2.11). Because the projection operators of the type Π
[n]
(a,b,...)

are rank-1 projecton operators, the product (matrix product) with whatever

other commuting projection operator (for example the logical operator F
[n]
i )

will also give a rank-1 projection operator and more precisely this will be
the same projection operator multiplied by the eigenvalue. So for whatever

logical operator F
[n]
i of the considered family one has:

F
[n]
i ·Π

[n]
(a,b,...) = f

[n]
i (a, b, ...) Π

[n]
(a,b,...) (4.25)

On the right of equation (4.25) the truth value is multiplied by the corre-
sponding rank 1 projection operator.

To get explicitly the eigenvalue one can take the trace of the product of
the two operators on the left of equation (4.25) as shown hereafter in equation

(5.3). In this way one obtains the truth value f
[n]
i (a, b, ...) corresponding to a

case of a fixed combination of the values (a, b, ...)[n] of the logical arguments
(an interpretation).

5. Eigenvectors, eigenvalues and truth values

Starting with the two-dimensional rank-1 projection operators Π for the one-
argument case, the eigenvectors |0 > and |1 > are 2-dimensional orthonormal
column vectors as shown in equations (4.5).

The choice of the position of value 1 in the column vector follows the
quantum information convention for a “qubit-1” [27]. The the column vectors
for the “0” and “1” are:

|0 > =

(
1
0

)
|1 > =

(
0
1

)
(5.1)

For the two-argument case n = 2 the vectors have the dimension 2n=2 =
4 and the complete family of 16 commuting projection operators represents
all possible logical propositions and will be interpretable when applied on the
four possible orthonormal eigenvectors of this family that form the complete
canonical basis. These vectors will be represented by the symbol |ab >, where
the arguments a, b take the values {0, 1} and represent one of the four possible
cases:

|00 >=


1
0
0
0

 |01 >=


0
1
0
0

 |10 >=


0
0
1
0

 |11 >=


0
0
0
1

 (5.2)
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When applying the logical projection operators on these vectors the re-
sulting eigenvalue is the truth value of the corresponding logical proposition
meaning that operations on the eigenspace of a logical operator family are
interpretable. For example for n = 2 arguments the complete family of 16
commuting logical operators represents all possible logical connectives. Op-
erations are interpretable when applied to one of the four possible canonical
eigenvectors of the family, |00 >, |01 >, |10 > and |11 >, representing all the
possible interpretations. These vectors form a complete orthonormal basis.

The operation of selection of a truth value can be undertaken using this
formalism

f
[n]
i (a, b, ...) = 〈a, b, ...|F [n]

i ·Π
[n]
(a,b,...) |a, b, ...〉 = Tr

[
F

[n]
i ·Π

[n]
(a,b,...)

]
(5.3)

this is actually the definition of the mean value in quantum mechanics and
is generalized for non-eignevectors in the Born rule giving a probability mea-
sure.

What happens when the state-vector is not one of the eigenvectors of the
logical system? One can always express a normalized vector as a decomposi-
tion on a complete orthonormal basis. In particular one can express it over
the canonical eigenbasis of the logical operator family. For two-arguments
this vector can be written as:

|φ >= C00 |00 > +C01 |00 > +C10 |00 > +C11 |00 > (5.4)

When only one of the coefficients is non-zero (in this case its absolute
value must take the value 1) then one is back in the preceding situation of
a determinate interpretation (determinate input atomic propositional case).
But when more than one coefficient is non-zero one is in a “mixed” or “fuzzy”
case. Such a state can be considered as a coherent superposition of interpre-
tations. This can lead to a fuzzy-logic treatment as is proposed in [13, 15].
Fuzzy Logic deals with truth values that may be any number between 0
and 1, here the truth of a proposition may range between completely true
and completely false and this value can be considered a probability, which
is a number between 0 and 1, given by the mean value calculated using the
expression (5.3).

An important remark is that the choice of the eigenbasis is not fixed,
meaning that for every choice there is a complete family of logical projection
operators, so as stated above one could imagine working with two (or more)
logical systems characterized each by their family of projective operators.
The operators of one family do not (generally) commute with the operators
of another family.

This non-commuting property has its analogue in the general quan-
tum mechanical formalism. Without extending this argument further one
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sees the potentiality of considering this kind of approach keeping in mind
that in linear algebra basis change is obtained by means of unitary opera-
tors and this is somewhat at the heart of quantum computation [27] where
all logical operations are done by means of unitary transformations and by
measurements using projection operators. A discussion for a proposal, using
non-commutative operators, to extend to first-order logic has been given in
[14] and in [15] where an Eigenlogic program is developed showing links with
quantum computing and quantum information.

6. Properties of Eigenlogic

To summarize, all the logical projection operators have the following proper-
ties in Eigenlogic.

1. All logical operators are idempotent projection operators. This means
that in the logical eigenbasis the matrices are diagonal with eigenvalues
either 0 or 1.

2. All the logical projection operators of a given logical family are commu-
tative pairwise. This means that all the respective matrices are diagonal
on the same logical eigenbasis. The logical projection operators are not
necessarily orthogonal. This means that the matrix product of two log-
ical operators is not necessarily the nil operator.

3. The logical family represents a complete system of logical propositions.
The number of different logical projection operators of a given family
is 22n

. This number corresponds to the number of different commuting
diagonal matrices obtained for all the combinations of 0’s and 1’s on the
diagonal of the matrices.

4. The dimension of the vector space spanned by the logical operators is
dn = 2n. Where n is the arity of the logical system. All logical projection
operators of the same family are dn × dn square matrices.

5. For each family there are 2n orthogonal rank-1 projection operators
spanning the entire vector space. The corresponding matrices will have
a single eigenvalue of value 1, the other eigenvalues being 0.

6. Every rank-1 projection operator of the family can be obtained by the
means of the Kronecker product, the unique seed projection operator Π
and its complement (I2 −Π) (see eq. (4.4), eq. (4.9) and eq. (4.21)).

7. Every logical projection operator can be expressed as an elective decom-
position using the 2n orthogonal rank-1 projection operators, where the
coefficients of the decomposition can only take the values 0 or 1 (see
formulation (4.10) for n = 2).

8. The negation of a logical operator, which is its complement, is obtained
by subtracting the operator from the identity operator (see eq. (4.17)).

9. The eigenvectors of the family of the n-arity commuting logical pro-
jection operators form an orthonormal complete basis of dimension
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dn = 2n. This basis corresponds to the canonical basis and each eigen-
vector corresponds to a given unique combination of logical arguments,
named an interpretation of the logical propositional system.

10. The eigenvalues of the logical operators are the truth values of the
respective logical proposition and each eigenvalue is associated to a
given eigenvector corresponding to an interpretation of the input atomic
propositions.

11. The truth value of a given logical operator for a given interpretation of
n arguments can be obtained using equation (4.25).

7. Related research

Attempts to link geometry to logic are very numerous and date back to the
first efforts to formalize logic. A famous example is Aristotle’s Square of Oppo-
sition using 4 categorical propositions in the form of subject-copula-predicate,
which has recently aroused renewed interest in logic (for a thorough discussion
see for example [35] and for research activities see [36]). Other examples are
Leonhard Euler’s (1707-1783) diagrams illustrating propositions and quan-
tifiers (all, no, some,. . . ), C. L. Dodgson’s (alias Lewis Carroll 1832-1898)
diagrams seeking symmetry for true and false having a striking resemblance
with modern Karnaugh maps and of course the methods developed by John
Venn [19] which were mentioned above.

In modern logic design methods, truth tables, Karnaugh maps, hyper-
cubes, logic and threshold networks, decision trees and diagram graphs, are
extensively used for representing Boolean data structures [22]. Logical re-
duction based on symmetry is a very important topic which uses Hesse dia-
grams, Shannon and Davio expansions and the Post theorems on symmetries
of Boolean functions. Vectorization is also a standard procedure in logic for
example using truth vectors and carrier vectors (reduced truth vectors of
symmetric Boolean functions).

In the following are briefly quoted recent researches which came up
during this investigation and which support the approach based on linear
algebra presented in this paper.

Starting with Matrix Logic developed by August Stern [38] which gives
directly a matrix formulation for logical operators, by putting the truth val-
ues as matrix coefficients, in the way of Karnaugh diagrams. So for example
a two argument logical function becomes a 2× 2 matrix, this is a fundamen-
tal difference when compared with the method given here above where 4× 4
matrices are used. Using scalar products on vectors and mean values on op-
erators, this formalism gives a method to resolve logical equations and allows
to enlarge the alphabet of the truth-values with negative logic antivalues.

A breakthrough has been undoubtedly made by Vector Logic developed
by Eduardo Mizraji [39]. This approach vectorizes logic where the truth values
map on orthonormal vectors. Technically this approach is different from the
one presented in this paper because the resulting operators for 2 arguments
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are represented by 2× 4 matrices and do not represent projection operators.
Vector logic can also handle three-valued logic and applications have been
proposed for neural networks.

A very pertinent development, which is close to the approach in this
paper, was done by Vannet Aggarwal and Robert Caldebrabnk [40] in the
framework of quantum error-coding theory, their work was also justified
by the Projection Logic formulation of David Cohen [41]. In their method
they connect Boolean logic to projection operators derived initially from the
Heisenberg-Weyl group. They associate the dimension of the considered pro-
jection operator with the Hamming weight (number of 1’s in the truth table)
of the corresponding Boolean function. The logical operators they obtain are
commuting projection operators, as in the work presented here.

Recently the concept of quantum predicate introduced by E. D’Hondt
and P. Panangaden [42] proposes an interpretation similar to the one pre-
sented here. As stated by Mingsheng Ying in [43]: “In classical logic, predi-
cates are used to describe properties of individuals or systems... then what is
a quantum predicate?” ; “... a quantum predicate is defined to be a physical
observable represented by a Hermitian operator with eigenvalues within the
unit interval”.

8. Discussion

In the formulation given here a general method in logic is proposed, enabling
the construction of general logical projection operators from a single seed
projection operator using the Kronecker product. It gives also a simpler for-
mulation because George Boole’s elective interpretation of logic shows that
the idempotence property (2.3) and (2.4) in association with distributivity
(2.1) and commutativity (2.2) permit to identify directly commuting projec-
tion operators with logical functions.

The formulation of logic presented here uses operators in linear algebra
as propositions and is linked to the formulation of elective symbolic alge-
bra of George Boole in [1]. This similarity is striking and is more than just
an analogy, as justified here-above, at the heart of this is the idempotence
property of projectors. The logical operators belong to families of commut-
ing projection operators. The interesting feature is that the eigenvalues of
these operators are the truth values of the corresponding logical connective,
the associated eigenvectors corresponding to one of the fixed combination of
the logical inputs corresponding to the interpretations of the logical system.
The outcome of a “measurement” or “observation” on a logical operator will
give the truth value of the associated logical proposition, and becomes “in-
terpretable” when applied to its eigenspace leading to a natural analogy with
the measurement postulate in Quantum Mechanics.
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The following diagram summarizes this point of view:

logical operators −→ logical connectives

operator eigenvalues −→ logical truth values

operator eigenvectors −→ logical interpretations

Some precisions must be given concerning the last line of the diagram,
the word intepretation is meant in the way used in logic: an interpretation
is an assignment of truth values for each atomic proposition that occurs in
a well-formed formula. A well-formed formula being a complex formula con-
taining exclusively logical connectives. This means that the set of atomic
propositions can have different interpretations, the ones leading to the satis-
faction of a logical proposition (a proposition is satisfied when it is true) are
called the models (n.b. sometimes the word model is used more generally as
a synonymous of the word interpretation).

Because of the central role played by eigenvalues (truth values) and
eigenvectors (interpretations) in this approach, this formulation has been
named Eigenlogic.

A theoretical justification and a link to quantum mechanics can also be
found in Pierre Cartier [44], relating the link between the algebra of logical
propositions and the set of all valuations on it, he writes: “...in the theory
of models in logic a model of a set of propositions has the effect of validat-
ing certain propositions. With each logical proposition one can associate by
duality the set of all its true valuations represented by the number 1. This
correspondence makes it possible to interpret the algebra of propositions as a
class of subsets, conjunction and disjunction becoming respectively the inter-
section and union of sets. This corresponds to the Stone duality proved by the
Stone representation theorem and is one of the spectacular successes of twen-
tieth century mathematics....The development of quantum theory led to the
concept of a quantum state, which can be understood as a new embodiment
of the concept of a valuation”. The idea is not new, as was discussed before
and also developed in [34], and stems from John Von Neumann’s proposal
of “projections as propositions” in [33] which was subsequently formalized in
quantum logic with Garret Birkhoff in [32].

Concerning the second line of the diagram one can generalize to eigen-
values different from the Boolean couple {0, 1} associated to projection op-
erators. For example one can consider the alphabet {+1,−1} associated to
self-inverse unitary operators (involutions) obtained from the logical projec-
tion operators by the quantum Householder transform [45], this has been
proposed in [13] showing that this logical alphabet has a direct correspon-
dence with quantum spin.

In general one can associate a binary logical operator with whatever
couple of distinct eigenvalues {λ1, λ2}, the corresponding family of logical
operators can then be found straightforwardly by matrix interpolation meth-
ods as thoroughly discussed in [13, 15, 37].
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The extension to multivalued alphabets using specific logical operators
is also natural, this was proposed in [13, 15, 37].

In propositional logic the elementary arguments of a compound logical
proposition with more than one argument (n ≥ 2), are the atomic proposi-
tions. In Eigenlogic these are the logical projectors (also sometimes named
dictators in logic [13, 46]). Examples are the two two-argument logical projec-

tors A[2] and B[2] in equations (4.11,4.12); the three three-argument logical

projectors A[3], B[3] and C [3] in equation (4.22) and so on for higher arity.
This is a fundamental difference with what is commonly considered in

quantum logic where atomic propositions are associated with rays (rank-1
projection operators) and correspond to pure quantum state density matri-
ces (for a definition of atomic propositions in quantum logic see e.g. [34] p.
98). Whereas, on the other hand, in Eigenlogic a ray corresponds, for ex-
ample, to logical conjunction (AND, ∧), which is a non-atomic connective,
(see equations (4.13, 4.23)). The other n − 1 rays are simply obtained by
complementing selectively the arguments of the conjunction (De Morgan’s
theorem). In Eigenlogic rays correspond to Kronecker products of generating
projection operators, the seed operators, as shown in equations (4.9, 4.21)
and are non-atomic.

In propositional logic atomic propositions must be independent proposi-
tions. Independence can only be achieved with the formulation for the atomic
projectors obtained by the extension with the identity operator using the
Kronecker product given in (4.11) and (4.12). On the other hand the rays,
which are mutually exclusive rank-1 projection operators, do not correspond
to independent propositions. Thus for Eigenlogic atomic propositions do not
correspond to rays.

In this work complete logical families of commuting projection operators
correspond to compatible propositions this is also a difference with quantum
logic. As mentioned by David W. Cohen (p. 37 [41]) “A quantum logic is
a logic with at least two propositions that are not compatible”. In future
research the interplay of logical operators which do not belong to the same
compatible logical family of commuting operators will be considered, this
could bring insights for quantum logic and quantum computation and ad-
dresses the important topic of quantum non-contextuality this is part of the
Eigenlogic program presented in [15]. For example an extension to first order
logic is proposed using two maximally incompatible logical families such as
those generated by the Pauli X and Z spin operators.

9. Conclusion and perspectives

An algorithmic approach for logical connectives with a large number of ar-
guments could be interesting to develop using the Eigenlogic operators in
high-dimensional vector spaces. But because the space grows in dimension
very quickly, it may not be particularly useful for practical implementation
without logical reduction. It would be interesting to develop specific algebraic
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reduction methods for logical operators inspired from actual research in the
field. For a good synthesis of the state of the art, e.g. [22].

The idea of linking logic and linear algebra is becoming natural because
of the research effort due to the promise that quantum theory can bring to
fields outside of physics, principally in computer science. Of course one must
consider the quantum computer quest [27, 37] but also more recent devel-
opments in other research areas such as semantic web information retrieval
[47, 48] and machine learning [49]. All these methods lie on linear algebra
methods using vectors and operators in Hilbert space.

The Quantum Interaction community through annual conferences pro-
motes links between quantum mechanics and fields outside physics with many
applications in social sciences [50]. The methods are based upon the exploita-
tion of the mathematical formalism, basely linear algebra in Hilbert space,
of quantum mechanics [47] combined with the peculiar aspects of the quan-
tum postulates. Applications are found in modern semantic theories such as
distributional semantics or in connectionist models of cognition [51].

More generally this view of logic could bring some insight on more fun-
damental issues. Boolean functions are nowadays considered as a “toolbox”
for resolving many problems in theoretical computer science, information the-
ory and even fundamental mathematics. In the same way Eigenlogic could
be considered as a new “toolbox”.
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