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Abstract—This work studies the problems of feedback allocation and scheduling for a multichannel downlink cellular network under limited and delayed feedback. We consider a realistic scenario where a fixed and small number $F$ of link states can be reported to the base-station (BS) per time-slot. We study the trade-off between knowing at the BS a small number of accurate link states (i.e. that can be reported within one time-slot) and a larger but outdated number of link states (i.e. number of link states $> F$ that requires more than one slot to be reported). We propose an efficient algorithm that selects the link states that should be reported to the base-station. A novelty here is that this feedback allocation algorithm is performed at the users side. We show that this algorithm combined with the Max-Weight scheduling achieves at least a fraction $\eta$ of the stability region achieved under the ideal system (i.e. with full and perfect feedback at no cost). We then provide numerical results that show the best aforementioned trade-off under various system setups.

I. INTRODUCTION

A powerful solution to improve the performance of wireless networks is user scheduling. This solution consists in allocating the resources (frequencies, slots) to the users based on their channel states. For such networks, an important factor to consider is the traffic pattern, meaning that each user has an incoming traffic process and a limited queue capacity. So the system stability (i.e. when all the queue lengths are finite) is an important property the scheduling mechanism should take into account. For these systems, Max-Weight (MW) scheduling policies were shown to be throughput optimal, that is to say, they provide optimal stability performances [1]. However, this latter work assumes that the scheduler has complete (i.e. perfect and full) knowledge of the channel states at each time-slot, where the cost of acquiring such information is not accounted for.

In realistic scenarios, however, complete feedback knowledge is not readily available at the scheduler. Different limitations result in such incomplete information, such as, for instance, the limited feedback and the delay. Scheduling under incomplete feedback knowledge has been investigated under various traffic and network scenarios [2]–[4]. The authors in [5] have examined three different scheduling approaches (centralized, decentralized and mixed) for multiple-input single-output (MISO) wireless downlink time-division duplex (TDD) system under zero forcing (ZF) precoding. In addition, under multiple-input multiple-output (MIMO) systems, the work in [6] studies the stability performance of a TDD wireless network using interference alignment (IA) technique under limited backhaul capacity and where the channel state information (CSI) acquisition cost is accounted for. Specifically, for this system, a precise characterization of the stability region is provided and a comparison with a TDMA-ZF system is investigated. Further, the authors of [7] investigate the impact of CSI quantization on the stability of a frequency-division duplex (FDD) system using ZF precoding technique. On the other hand, the work in [8] derives the optimal feedback scheme for a single-channel downlink system under partial channel state information. In [9], the authors study centralized scheduling with rate adaptation under imperfect channel-estimator joint statistics. Throughput optimal scheduling with delayed feedback was investigated in [10]–[12]. In addition, the authors in [13] study the impact of limited feedback resources on the achievable stability region for a multichannel downlink system.

Contributions: We consider a multichannel wireless downlink network where both limited feedback resources and delayed feedback information are accounted for. Here, the term "channel" denotes a certain frequency band, whereas the term "link" refers to the wireless connection between a user and the base-station (BS) over a specific frequency band. Let $L$ be the total number of channels in the system. We adopt a setting where the feedback capacity per slot is limited. Specifically, only $F$ link states (i.e. CSI) can be reported to the BS per time-slot. However, the system can decide to report an amount of feedback $F^\prime > F$, thus the feedback process will require more than one time-slot in order to be accomplished. Since the feedback process directly impacts the scheduling mechanism, it is of great importance to design an efficient joint feedback reporting and scheduling algorithm. We first provide an algorithm that uses exactly $L$ feedback resources, where the feedback and scheduling decisions are done at the users side. Specifically, under the assumption of continuous time for contention, for each channel the users contend among each other and only one user reports its state, and thus this user will be scheduled for transmission over this channel. We show that this algorithm achieves a fraction $\eta$ of the stability region of the ideal system (i.e. full and perfect feedback knowledge at no cost). This algorithm assumes continuous
time for contention, but since in practice we have discrete time that may lead to a collision between the users, we propose a second algorithm that uses a different approach and that imitates the first algorithm to a great extent. The second algorithm consists in having $F$ feedback resources and in letting the users decide whether they should send their CSIs or not, and then the BS performs scheduling over each channel using Max-Weight rule. One can notice the importance of the trade-off between having more $F$, which leads to a greater number of reported link states but which are more outdated, and having less $F$, which means a lower number of reported links but which are more accurate (i.e. less outdated). Finally, we provide numerical results that find the best trade-off (i.e. best $F$) under various system setups, where different values of users velocity are considered.

It is noteworthy to mention that two main points differentiate our context from previous works that consider limited feedback for multichannel systems. The first point is that we account for both delayed and limited feedback, where the delay depends on the amount of feedback resources. This is unlike for example the work in [13] where only limited feedback is considered without accounting for the impact of delay. The second point is the idea of letting the users be involved in the feedback decision since in our proposed algorithm the feedback allocation is done at the users side. This approach is dissimilar to the one adopted in [13] where the BS makes the feedback allocation.

The rest of this paper is organized as follows. Section II presents the system model. In Section III, we provide two joint feedback allocation and scheduling algorithms, and then we study the stability performances of these algorithms. Section IV is dedicated to numerical results and relevant discussions. Finally, conclusion remarks are given in Section V.

II. SYSTEM MODEL

We consider an FDD cellular wireless network, with one base-station, $N$ mobile users and $L$ channels; e.g. LTE-OFDMA system. Data packets to be transmitted from the base-station to the users are stored in $N$ separate queues at the base-station. Time is slotted with the slots of all users synchronized. Let $Q_i(t)$ denote the length of queue $i$ at the beginning of time-slot $t$, and let $Q(t) = [Q_1(t), \ldots, Q_N(t)]$. This system can be seen as a multi-queue, multi-server, discrete-time queueing system. Note that since we work under an OFDMA-like system, at a given slot a channel can be allocated to one and at most one user.

We denote by $h_{ij}(t)$ the fading of the link connecting the base-station and mobile $i$ using channel $j$. The received signal for the $i$th user if it gets scheduled on the $j$th channel at time-slot $t$ is given as the following

$$
\sqrt{P} h_{ij}(t)x_{ij}(t) + n_{ij}(t),
$$

(1)

where $x_{ij}(t)$ is the corresponding complex-valued data stream, with $\mathbb{E}[|x_{ij}(t)|^2] = 1$, $P$ denotes the transmission power on each channel, and $n_{ij}(t)$ is the additive white Gaussian noise with zero mean and variance $\sigma_n^2$, i.e. $n_{ij}(t) \sim CN(0, \sigma_n^2)$. The corresponding signal-to-noise ratio (SNR) is denoted and given as $\gamma_{ij}(t) = \rho|h_{ij}(t)|^2$, with $\rho = \frac{P}{\sigma_n^2}$. In any time-slot, the link state of a user on a channel represents the number of packets that can be successfully transmitted without outage to that user, on that channel. Transmission at a rate above the link state always fails, whereas transmission at a rate below or equal to the link state always succeeds. We use $C_{ij}(t)$ to represent the state of link $(ij)$ at time-slot $t$. We assume that each link state can take $K$ possible values $\{r_1, r_2, \ldots, r_K\}$, where rate $r_k$ represents state $k$ and corresponds to the case where $r_k \leq SNR < r_{k+1}$, for some non-negative thresholds $r_k$. This setting is very in practice where usually $K$ modulation and coding schemes are used (i.e. the instantaneous transmitted rate can take only $K$ possible values). For ease of exposition, we suppose that the $r_k$ are sorted in a descending order such that $r_k < r_m$ if $k > m$. We define $d$ to be the delay in number of time-slots. We use $\hat{h}_{ij}(t)$ to denote $h_{ij}(t-d)$, which is the fading of link $(ij)$ at time-slot $t-d$. We assume that in each slot, each user has a perfect estimation of the $h_{ij}, \forall j$, at this slot. For example, in time-slot $t-d$, user $i$ knows perfectly the $h_{ij}(t)$ (i.e. $h_{ij}(t-d)$), $\forall j$. The SNR corresponding to $h_{ij}(t)$ is denoted and given by $\hat{\gamma}_{ij}(t) = \rho|\hat{h}_{ij}(t)|^2$. We use $\hat{C}_{ij}(t)$ to denote the state of link $(ij)$ at time-slot $t-d$, i.e. $\hat{C}_{ij}(t) = C_{ij}(t-d)$. Hence, $\hat{C}_{ij}(t)$ depends on the value of $\hat{\gamma}_{ij}(t)$, e.g. $\hat{C}_{ij}(t) = r_k$ if $r_k \leq \hat{\gamma}_{ij}(t) < r_{k+1}$.

We consider a realistic context where the feedback capacity per slot is limited. We assume that at most $F$ link rates can be reported per slot. Therefore, if the system decides to report $F > \hat{F}$ link rates, a delay of $d$ slots is required, where $d = \lfloor F/\hat{F} \rfloor - 1$. One can see the problem that arises in this case: if more link states are reported to the BS, the Max-Weight has more CSIs that can be used in the decision, which improves the performance of the scheduling. On the other hand, a delay $d$ occurs between the estimation time of the CSIs and the scheduling decision time, and this delay increases with the number of reported link states, which results in performance reduction. The trade-off between the number of reported CSIs and the delay is a challenging problem that is considered at the end of this paper. Here, a necessary step to conduct the analysis is to specify/develop a joint feedback allocation and scheduling algorithm and to characterize its performance w.r.t. the ideal system where full and perfect CSI is available at no cost. This algorithm is designed in such a way as to greatly imitates another proposed algorithm that provides good stability performances but that is difficult to implement (because of an assumption of continuous time for contention). Since we consider a bursty traffic, the metric we use to evaluate the performance is the stability of the queues.

We assume that a transmission over link $(ij)$ can only be fulfilled if the corresponding $\hat{C}_{ij}(t)$ is reported to the BS. Let $\hat{Y}_{ij}(t) = Y_{ij}(t-d)$ denote the feedback decision associated with link $(ij)$ at time-slot $t-d$. So, we can write

$$
\hat{Y}_{ij}(t) = \begin{cases} 1, & \text{if } \hat{C}_{ij}(t) \text{ gets reported to the scheduler} \\ 0, & \text{otherwise.} \end{cases}
$$

(2)
In addition, we define $S_{ij}(t)$ to be the scheduling decision associated with link $(ij)$ at time-slot $t$. So, we have

$$S_{ij}(t) = \begin{cases} 1, & \text{if user } i \text{ gets scheduled on channel } j \\ 0, & \text{otherwise.} \end{cases}$$

(3)

As mentioned earlier, in one time-slot, and on a given channel, one and at most one user can be scheduled. As a result, for all $t$ and all $j$, any valid service policy must obey $\sum_{i=1}^{N} S_{ij}(t) \leq 1$.

Each of the $N$ users has an incoming traffic process $A_i(t)$, which is an integer-valued process, measured in bits, i.i.d. (independent and identically distributed) in time and independent across users with $A_i(t) < A_{\text{max}}$, for some finite constant $A_{\text{max}}$. The mean rate of this process is $a_i = E\{A_i(t)\}$. We assume that packets arrive at the BS at the beginning of the time-slot and are served at the end of the time-slot. Then, the queues in the system evolve according to the following equation:

For $1 \leq i \leq N$:

$$Q_i(t + 1) = (Q_i(t) + A_i(t) - \sum_{j=1}^{L} \hat{C}_{ij}(t) \hat{Y}_{ij}(t) S_{ij}(t) I_{(C_{ij}(t) \geq \hat{C}_{ij}(t))})^+,$$

(4)

where $I_{(\cdot)}$ is the indicator function, the expression $\sum_{j=1}^{L} \hat{C}_{ij}(t) \hat{Y}_{ij}(t) S_{ij}(t) I_{(C_{ij}(t) \geq \hat{C}_{ij}(t))}$ represents the service rate allocated for user $i$ at time-slot $t$, and $(\cdot)^+ = \max\{0, \cdot\}$. The use of indicator function $I_{(C_{ij}(t) \geq \hat{C}_{ij}(t))}$ is due to a possible mismatch between the reported rate, i.e., $\hat{C}_{ij}(t)$, and the actual link state, i.e., $C_{ij}(t)$, meaning that it is possible that the reported rate is greater than the actual link rate, thus leading to outage.

As mentioned previously, the adopted system has delayed and limited feedback information. On the other hand, for the ideal system all the $(NL)$ links feed their states back to the base station at no cost. That is to say, the BS receives an instantaneous (i.e. perfect) and full knowledge of the states of all the links in the system. For this latter system, it is straightforward to see that the service rate allocated for user $i$ at time-slot $t$ can be given by $\sum_{j=1}^{L} C_{ij}(t) S_{ij}(t)$ and, consequently, $Q_i(t + 1) = (Q_i(t) + A_i(t) - \sum_{j=1}^{L} C_{ij}(t) S_{ij}(t))^+$.

Finally, since we are interested in evaluating the stability performances of the system, we next recall the definitions of "strong stability" of a queuing system, "stability region" of a scheduling rule, and "Max-Weight" scheduling policy.

**Definition 3** (Max-Weight Policy). In every time-slot, the Max-Weight rule schedules over channel $j$ the user that yields the largest product of queue length and link rate.

**III. PROPOSED ALGORITHM AND PERFORMANCE ANALYSIS**

In order for the base-station to perform scheduling, it needs to receive the rates of the links that were selected for the feedback. Hence, the feedback allocation process is of great importance since it directly impacts the scheduling mechanism. In this section, we first propose a joint feedback allocation and scheduling algorithm, named FSA, under which the allocations are done at the users side. We derive the fraction that this algorithm reaches of the stability region of the (ideal) system with perfect and full feedback knowledge. Although it provides good stability performances, this algorithm assumes continuous time for contention, which is not a realistic assumption since in practice the contention is in discrete time. For this reason, we propose a second algorithm, termed as FMA, that adopts another approach and that provides a good imitation of FSA. For FMA, an amount of $F$ feedback resources will be available, i.e. at most $F$ links can report their CSI to the base-station.

Let us use ’mdl’ to represent the system where over each channel, only one user reports its feedback (and then uses this feedback to transmit after $d$ slots) and where this user is selected using algorithm FSA. We use 'pf' to denote the ideal system, i.e. perfect and full CSI is available at the BS, where MW policy is used to schedule users for transmission. Let $M^pf(t)$ and $M^{mdl}(t)$ be the subsets of scheduled links at time-slot $t$ under 'pf' and 'mdl', respectively.

We next provide the motivation behind the reasoning used in algorithms FSA and FMA.

**Motivation:** One could consider that the BS must decide of the feedback allocation. However, letting the users make this decision provides a gain due the following: if the BS decides which user should feed back its CSI, this decision will be based on the channel statistics. In other words, the BS can ask a user with bad CSI to report its feedback, since the BS cannot know beforehand if the current CSI is good or bad. However, the users estimate their CSI at each time-slot and therefore have perfect knowledge of their current CSIs. In addition, since we use the Max-Weight rule for scheduling which is affected by the feedback process, these users lack the queue lengths information. In general, the stability of the system is more sensitive to the channels variation than to the queues variation, so we can provide the users with the queue lengths knowledge every period of time and not every slot. This is done by the BS which broadcasts the queue lengths information every $T_b$ slots, where $T_b$ is typically high so that the (signalization) cost of such a broadcast stays negligible.

**Algorithm 1** (FSA): For system 'mdl', the feedback and scheduling decisions are based on the following procedure.

1) Every $T_b$ time-slots, that is to say, at time $0, T_b, 2T_b, \ldots, nT_b, \ldots$, the base-station broadcasts...
the queue lengths of all users, where \( T_h \) is typically high. So each user has outdated knowledge of the state of its queue (and all other queues). Let \( \tilde{Q}_i(t) \) be the (outdated) queue length the users know at time \( t \), i.e. \( \tilde{Q}_i(t) = Q_i(nT_b) \) for \( t \in [nT_b, (n + 1)T_b] \).

2) At time-slot \( t - d \):

To simplify the notation, we denote \( \tilde{Q}_i(t - d) \) as \( \hat{Q}_i(t) \).

For each channel \( j \in \{1, \ldots, L\} \), only one user sends its CSI to the BS. This user is the result of the Max-Weight rule [1], [10] and can be given by

\[
\arg \max_i \hat{Q}_i(t) \tilde{C}_ij(t) \mathbb{P} \left\{ C_{ij}(t) \geq \hat{C}_{ij}(t) \mid \hat{h}_{ij}(t) \right\}.
\] (6)

To detect this user, we use an approach that consists in letting the users contend among each other for a certain period of time. Let \( T_c \) be the contention period for each channel. Assuming that contention can be done in continuous time [5], meaning that there is no collision between users, for each channel \( j \in \{1, \ldots, L\} \) the contention is performed as the following:

User \( i \), \( \forall i \in \{1, \ldots, N\} \), waits until time

\[
T_c \left( \hat{Q}_i(t) \tilde{C}_ij(t) \mathbb{P} \left\{ C_{ij}(t) \geq \hat{C}_{ij}(t) \mid \hat{h}_{ij}(t) \right\} \right)^{-1},
\] (7)

then broadcasts a signal (of negligible duration). It is obvious that the user that broadcasts its signal first will be the one that wins the contention period of time. After the broadcast of the first signal, the contention procedure (of channel \( j \)) terminates and the corresponding user reports its CSI.

Once this procedure finishes, the contention of another channel gets started; clearly, two channels cannot have their contentions over the same period of time.

3) After getting the CSI (of time \( t - d \)) of each channel, the BS uses these CSIs for transmission at time-slot \( t \). It is obvious that the user that will be selected to report its feedback (at time \( t - d \)) of channel \( j \) will also be the user transmitting over this channel (at time \( t \)).

Note that here delay \( d = \lceil L(F)^{-1} \rceil \) since FSA uses \( L \) feedback resources. However, in FMA, \( d = \lceil F(F)^{-1} \rceil \) because under this algorithm an amount of \( F \) feedback resources will be used. The same notation is used in both algorithms for the sake of notational simplicity. As a result of algorithm FSA, at time-slot \( t \), the expected weighted throughput, termed as \( g_{\text{mdl}} \), can be expressed as

\[
g_{\text{mdl}}(\hat{Q}(t)) = \mathbb{E} \left\{ \sum_{j=1}^{L} \sum_{i=1}^{N} \hat{Q}_i(t) \tilde{C}_ij(t) \tilde{Y}_{ij}(t) S_{ij}(t) \mathbb{1}_{(C_{ij}(t) \geq \hat{C}_{ij}(t))} \mid \hat{Q}(t) \right\}.
\] (8)

Recall that \( S_{ij}(t) \) represents the scheduling decision, so here \( S_{ij}(t) = Y_{ij}(t) \) and is equal to 1 if user \( i \) is selected (at time \( t - d \)) by algorithm FSA to report its CSI (and consequently to transmit at time \( t \)) and 0 otherwise.

On the other hand, under the ideal system, the BS has full and non-delayed (i.e. perfect) knowledge of all the link states. Thus, at every time-slot, e.g. slot \( t \), the Max-Weight policy schedules over channel \( j \) user \( i^* \) such that

\[
i^* = \arg \max_i Q_i(t) \tilde{C}_{ij}(t),
\] (9)

which yields \( S_{ij}(t) = 1 \); recall that \( \sum_{i=1}^{N} S_{ij}(t) \leq 1 \). For this system, we define \( g_{\text{fa}} \) to be the expected weighted throughput, so we have

\[
g_{\text{fa}}(Q(t)) = \mathbb{E} \left\{ \sum_{j=1}^{L} \sum_{i=1}^{N} Q_i(t) \tilde{C}_{ij}(t) S_{ij}(t) \mid Q(t) \right\}.
\] (10)

We now investigate the fraction that algorithm FSA can achieve w.r.t. the stability region of the ideal system. To this end, we define \( \beta_k \) as the following:

\[
\beta_k = \max_{i,j} \left\{ \frac{C_{ij}(t)}{\tilde{C}_{ij}(t)} \right\}.
\] (11)

Here we assume that all the possible values of \( C_{ij}(t) \) (and thus of \( \tilde{C}_{ij}(t) \)), given by \( r_1, \ldots, r_K \), are different than zero. In practice, it is very rare not to be able to transmit at a non-zero rate. In addition, we define \( p_{\text{cmax}}^\text{min} \) as

\[
p_{\text{cmax}}^\text{min} = \min_{i,j} p_{\text{cmax}}^\text{min}(ij),
\] (12)

with \( p_{\text{cmax}}^\text{min}(ij) \) given by

\[
p_{\text{cmax}}^\text{min} = \min_{i,j} \left\{ \mathbb{P}_{\text{cmax}} \left( C_{ij}(t) \geq \tilde{C}_{ij}(t) \mid \hat{h}_{ij}(t) \right) \right\},
\]

where we recall that the value of \( \tilde{C}_{ij}(t) \) depends on \( \hat{h}_{ij}(t) \). Based on the above, we now provide the stability region that system `mdl` can achieve compared with the stability region of the ideal system.

**Theorem 1.** Algorithm FSA can achieve at least a fraction \( \eta \) of the stability region achieved by the ideal system (with perfect and full feedback), where

\[
\eta = \left( 1 - \frac{1}{T_b} \right) \frac{p_{\text{cmax}}^\text{min}}{\beta_k}.
\] (13)

**Proof.** Please refer to Appendix A for the proof. \( \square \)

Based on the above result, we can state that algorithm FSA generally provides good stability performances. However, implementing this algorithm is a complicated task due to the assumption that the contention can be done in continuous time. This assumption is not realistic since in practice the contention is done in discrete time, leading to a possible collision between the users, and this problem is not handled in FSA. Thus, we now propose another algorithm that adopts a different approach and that provides a good imitation of FSA, and therefore good stability performances.

We use ‘dl’ to represent the system with delayed and limited feedback, and where the feedback and scheduling
decisions are determined by algorithm FMA. Under FMA, the feedback allocation is done at the users side, and an amount of $F$ feedback resources is available. Specifically, under this algorithm, at time-slot $t - d$ the users decide to report at most $F$ link states. Let us denote the set of these links by $F(t)$, where the cardinality $|F(t)| \leq F$. Then, due to the delay of $d$ slots, the BS receives the totality of this feedback at time $t$. We recall that here $d = \lceil F(F^{-1}) \rceil$. Let us define $F_i(t - d)$ to be the number of link states user $i$ decides at time $t - d$ to report under FMA, so we have $\sum_{i=1}^{N} F_i(t - d) \leq F$. Also, we define $\alpha_i(t)$ to be some threshold that user $i$ updates with the time. To simplify the notation, we let $\hat{F}_i(t)$ and $\hat{\alpha}_i(t)$ represent $F_i(t - d)$ and $\alpha_i(t - d)$, respectively. Algorithm FMA is based on the idea of combining the Max-Weight and threshold-based concepts [10], [11]. It is worth mentioning that the steps in FMA are different from what is proposed in these latter works.

Algorithm 2 (FMA): For system ‘d’, the feedback and scheduling procedure are based on the following procedure.

1) Every $T_b$ time-slots, that is to say, at time $0, T_b, 2T_b, \ldots, nT_b, \ldots$, the base-station broadcasts the queue lengths of all users, where $T_b$ is typically high. So each user has an outdated knowledge of the state of its queue (and all other queues). Let $\hat{Q}_i(t)$ be the (outdated) queue length the users know at time $t$, i.e. $\hat{Q}_i(t) = Q_i(nT_b)$ for $t \in [nT_b, (n+1)T_b]$.

2) Each user knows then the queues of all other users and sorts all the queue lengths (including its queue) in a descending order. Let $i_m$ be the index of the user at the $m$th position; e.g. $i_1$ is the index of the user with the largest queue length. A tie is broken by picking the user with the smallest index. We define $k(i_m)$ as the state of link $(i_m,j)$, so $\hat{C}_{ij}(t) = r_{k(i_m)}$, where $k(i_m) \in \{1, \ldots, K\}$.

3) At the beginning of time-slot $t - d$:

To simplify the notation, we denote $\hat{Q}_i(t - d)$ as $\hat{Q}_i(t)$. Set $\hat{F}_i(t) = 0$, $\forall i \in \{1, \ldots, N\}$.

For $m = 1$, which yields index $i_1$ and thus corresponds to the user with the largest queue length, the allocation process starts as the following:

a) For all $j \in \{1, \ldots, L\}$:

Based on $r_{k(i_m)}$, user $i_m$ sets $\hat{C}_{ij}(t) = r_{k(i_m)}$.

- If there are enough feedback resources, i.e. if $\sum_{m=1}^{N} \hat{F}_i(t) < F$:

  * If channel $j$ satisfies the following inequality

    $$\hat{Q}_{ij}(t)\hat{C}_{ij}(t)\mathbb{P}\left(C_{ij}(t) \geq \hat{C}_{ij}(t) | \hat{h}_{ij}(t)\right) \geq \hat{\alpha}_{ij}(t)$$

    then $\hat{C}_{ij}(t)$ will be reported to the base-station and $\hat{F}_i(t) = \hat{F}_i(t) + 1$.

  * Else, $\hat{C}_{ij}(t)$ will not be reported.

- Otherwise, the allocation process stops since no enough feedback resources are available.

b) At this step user $i_m$ has just finished its part of the algorithm, so he broadcasts a special symbol to inform the BS that he finished the feedback allocation. Now, if the condition $\sum_{m=1}^{N} \hat{F}_i(t) < F$ is still satisfied and $m < N$, increment $m$ by 1, and go to Step a).

4) At time-slot $t$, the BS receives the feedback that was selected at time-slot $t - d$. Then, for each channel, the BS applies the Max-Weight rule for scheduling. Specifically, over channel $j$, the BS schedules the user that results from the following:

$$\arg \max_{i: (ij) \in F(t)} Q_i(t) \hat{C}_{ij}(t).$$

We recall that if for some channel no feedback is reported, then no transmission will take place over this channel.

We now discuss the conditions that an algorithm should guarantee in order to provide a good imitation of FSA. To design an algorithm that greatly imitates FSA, two essential points should be accounted for. The first point is to ensure that over channel $j$ the user that will be scheduled is the result of

$$\arg \max_{i: (ij) \in F(t)} \hat{Q}_i(t) \hat{C}_{ij}(t) \mathbb{P}\left(C_{ij}(t) \geq \hat{C}_{ij}(t) \mid \hat{h}_{ij}(t)\right).$$

The second point is to make sure that a transmission occurs over each channel, which can be ensured by having at least one reported link state for each channel. This is necessary since FSA guarantees a reported link state for each channel, leading to a transmission over all the channels. Based on these two conditions, we can make the following remark.

Remark 1. Algorithm FMA can imitate algorithm FSA to a great extent. Hence, FMA, as FSA, generally provides good stability performances.

We now provide the motivation behind the statement in Remark 1. By allocating a sufficient amount of feedback resources, $F$, with $F$ sufficiently large, and using condition (14) which ensures the selection (for the feedback) of links with large value of $Q_i(t) C_{ij}(t) \mathbb{P}\left(C_{ij}(t) \geq \hat{C}_{ij}(t) \mid \hat{h}_{ij}(t)\right)$, we can claim that algorithm FMA guarantees the first point with high probability. On the other side, by a judicious choice of thresholds $\hat{\alpha}_i(t)$, the second point can be guaranteed. This can be explained as follows. We derive an upper bound on the probability of having a channel without a feedback, and we show that by carefully choosing the $\hat{\alpha}_i(t)$, this bound and consequently this probability can be made negligible. We denote the event of having channel $j_1$ (for all $j_1 \in \{1, \ldots, L\}$) without a feedback by $E_{j_1}$, i.e. this event occurs if $(ij) \notin F(t), \forall i$. We recall that under FMA, a necessary condition for a link to be selected for the feedback is (see (14)):

$$\hat{Q}_i(t) \hat{C}_{ij}(t) \mathbb{P}\left(C_{ij}(t) \geq \hat{C}_{ij}(t) \mid \hat{h}_{ij}(t)\right) \geq \hat{\alpha}_i(t).$$

Let $E_{ij}$ be the event that occurs if the above condition is satisfied for at least $F$ links $(ij)$, with $j \neq j_1$. We thus
have $\mathcal{E}_{j_1} = \mathcal{E}_{1,j_1} \cap \mathcal{E}_{2,j_1}$, for some event $\mathcal{E}_{2,j_1}$. Hence, for the probability of $\mathcal{E}_{j_1}$, we have

$$\mathbb{P}\{\mathcal{E}_{j_1}\} = \mathbb{P}\{\mathcal{E}_{1,j_1} \cap \mathcal{E}_{2,j_1}\} \leq \mathbb{P}\{\mathcal{E}_{1,j_1}\} = \mathbb{P}\left\{ \sum_{(i,j) \in \mathcal{F}(t) \setminus j \neq j_1} 1 \left( \hat{Q}_i(t) \hat{C}_i(t) \mathbb{P}\{C_i(t) \geq \hat{C}_i(t) | \hat{h}_i(t) \geq \hat{a}_i(t)\} \right)^{\alpha} \leq \left( \frac{\exp(\delta)}{1 + \delta^{1+\delta}} \right)^\mu, \right\} \tag{18}$$

where $\delta = \frac{\nu}{\mu} - 1$ and $\mu$ is the mean value of variable

$$\sum_{(i,j) \in \mathcal{F}(t) \setminus j \neq j_1} 1 \left( \hat{Q}_i(t) \hat{C}_i(t) \mathbb{P}\{C_i(t) \geq \hat{C}_i(t) | \hat{h}_i(t) \geq \hat{a}_i(t)\} \right)^{\alpha},$$

and where inequality (a) results from the Chernoff bound. Knowing $\hat{Q}_i(t)$, $\hat{C}_i(t)$, and $\mathbb{P}\{C_i(t) \geq \hat{C}_i(t) | \hat{h}_i(t) \geq \hat{a}_i(t)\}$, user $i$, $\forall i \in \{1, \ldots, N\}$, can choose threshold $\hat{a}_i(t)$ in such a way as to ensure that the bound in (18) is negligible. Consequently, the probability that a channel has no feedback, which is given by $\mathbb{P}\{\mathcal{E}_{j_1}\}$, will also be negligible. Therefore, the second point to ensure a good imitation of algorithm FSA can be guaranteed under FMA by carefully choosing the $\hat{a}_i(t)$.

IV. NUMERICAL RESULTS AND DISCUSSIONS

In this section we present our numerical results. We set $N = L = 30$, $P = 10 \log_{10}(10) = 10$ dB, $\sigma_n = 1$. We consider an LTE-like system with a bandwidth of 180 KHz per channel and a carrier frequency $f_c = 2.1$ GHz. Here we assume that a slot has a period of $T_s = 1$ m sec. To model the impact of delay, we consider the Gauss-Markov block fading process [14]. Then, we can write

$$h_{ij}(t) = \sigma h_{ij}(t) + e_{ij}(t), \tag{19}$$

where $h_{ij}(t)$ is a complex normal random variable with zero mean and unit variance, i.e. $h_{ij}(t) \sim \mathcal{CN}(0, 1)$, and where $e_{ij}(t) \sim \mathcal{CN}(0, \sigma_n^2)$ is the error due to delay. Notice that $\hat{h}_{ij}(t) \sim \mathcal{CN}(0, 1)$ and $\sigma_n^2 = 1 - \sigma^2$. The correlation coefficient is given by $\sigma = J_0((2\pi f_d T_s d_0)$ with Doppler spread $f_d$, where $T_s$ is the slot duration, $d$ is the delay in number of time-slots, and $J_0(\cdot)$ is the zero-th order Bessel function of the first kind. The Doppler spread can be given by $f_d = \frac{LV}{c}$, where $v$ is the user velocity and $c = 3 \times 10^8$ m/sec is the speed of light; we assume that all the users have the same velocity $v$. Hence, the correlation coefficient $\sigma = J_0((2\pi f_d T_s d_0) = J_0((2\pi \frac{LV}{c} T_s d_0)$. The channels are assumed to be i.i.d. across users and frequencies. The set of possible rates $\{r_1, \ldots, r_K\}$ is given in Table I. We suppose that all the users have Poisson incoming traffic with the same mean arrival rate $\alpha$, i.e. $\alpha_i = \alpha$, $\forall i \in \{1, \ldots, N\}$.

To show the stability performance of the system, we plot the total average queue length for different values of mean arrival rates. It is worth mentioning that the point where the total average queue length begins to increase very steeply is the point where the system becomes unstable.

We provide four figures where in each one we consider a different value of the velocity, $v$. Specifically, in Fig. 1 to 4 we set $v = 1, 5, 10, \text{ and } 50 \text{ km/hr}$, respectively. Each figure depicts the variation of total average queue length for different values of mean arrival rate under various system settings. The first setting is ideal system ‘pt’, i.e. the system with perfect and full feedback. The three remaining settings consider system ‘dl’, i.e. the system with delayed and limited feedback where algorithm FMA is used for feedback and scheduling decisions, for three different amounts of feedback resources $F = 50, 100$, and 150. We recall that delay $d$ depends on the value of $F$.

Here we assume that $F = 50, 100, \text{ and } 150$ result in $d = 1, 2, \text{ and } 3$ slots, respectively.

<table>
<thead>
<tr>
<th>Table I possible rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate (bits/slot)</td>
</tr>
<tr>
<td>505.32</td>
</tr>
<tr>
<td>570.58</td>
</tr>
<tr>
<td>622.69</td>
</tr>
<tr>
<td>666.08</td>
</tr>
<tr>
<td>703.24</td>
</tr>
<tr>
<td>Rate (bits/slot)</td>
</tr>
<tr>
<td>735.74</td>
</tr>
<tr>
<td>764.62</td>
</tr>
<tr>
<td>790.61</td>
</tr>
<tr>
<td>891.75</td>
</tr>
<tr>
<td>964.36</td>
</tr>
</tbody>
</table>

Figure 1: Total average queue length vs. mean arrival rate $\alpha$. Here, $\alpha = 1 \text{ km/hr}$.

The simulations show that for relatively small values of the velocity (Fig. 1 and Fig. 2), increasing the feedback resources $F$ to some limit can provide better stability performances. This is due to the fact that for small values of $v$, the variance of the error given by $\sigma_n^2 = 1 - \sigma^2$ is sufficiently small, so the gain coming from having more feedback information overcomes the loss due to delay. Evidently, the limit until which if we increase $F$ we get better performances depends on $\sigma$ and consequently on $v$. It can be noticed that for $v = 1 \text{ km/hr}$, the best $F$ we can choose is 150. However, for $v = 5 \text{ km/hr}$, the best $F$ is 100. If we keep increasing $v$, there will be no gain from taking $F > 50$. This can be seen in Fig. 3 and more clearly in Fig. 4. In details, for $v = 10 \text{ km/hr}$, setting $F = 50$ (or $F = 100$) yields better stability performances than the case where $F = 150$. Also, for $v = 50 \text{ km/hr}$, $F = 50$ yields better performances than both of $F = 100$ and $F = 150$ cases. This is due to the fact that for relatively high velocities, the variance of the (delay) error, i.e. $\sigma_n^2$, is sufficiently high, so the loss due to delay is bigger than the gain coming from having more feedback information.
Figure 2: Total average queue length vs. mean arrival rate $a$. Here, the users velocity $v = 5$ km/hr.

Figure 3: Total average queue length vs. mean arrival rate $a$. Here, the users velocity $v = 10$ km/hr.

Figure 4: Total average queue length vs. mean arrival rate $a$. Here, the users velocity $v = 50$ km/hr.

V. CONCLUSION

In this work, we considered the feedback allocation and scheduling problems for a multichannel downlink cellular network under limited and delayed feedback. We first proposed an efficient joint feedback allocation and scheduling algorithm (FSA), in which the decisions are made at the users side. This algorithm is shown to achieve good stability performances with respect to the ideal system. However, it assumes that we have continuous time for contention, which is not a realistic assumption since in practice the contention is in discrete time. Thus, we proposed a second algorithm (FMA) that imitates the first one to a great extent and thus guarantees good stability performances, where the feedback decision is done at the users side and then the BS uses this feedback to perform users scheduling. Finally, under various system setups, i.e. different values of users velocity, we provided numerical results that find the best trade-off (i.e. best $F$) between having more feedback resources (thus, more knowledge at the scheduler) but longer delay (hence less accurate CSI) and having less feedback resources but low delay. Based on these same simulations, we noticed the good stability performances provided by using algorithm FMA.

We note that since under algorithm FMA the feedback allocation is performed at the users side and yields good stability performances, this suggests that the users must be more involved in the feedback allocation decision in future wireless networks.

APPENDIX A
PROOF OF THEOREM 1

First, we define 'pf$^1$' to be the system where the BS has perfect and full knowledge of the link states and then applies the Max-Weight rule for scheduling at time-slot $t$ using $\hat{Q}(t)$. We also recall that $\hat{Q}_i(t) = \hat{Q}_i(-d)$, where $\hat{Q}_i(t) = Q_i(nT_b)$ for $t \in [nT_b, (n+1)T_b]$, and that here $d = \lceil L(F)^{-1} \rceil$. We note that the only difference between 'pf$^1$' and 'pf' (i.e. ideal system) is the fact that at time-slot $t$, the scheduling process (at the BS) under 'pf$^1$' will be done based on the queue lengths information $\hat{Q}(t)$, whereas under 'pf' the scheduling is based on $Q(t)$. We denote $\Lambda_{pf}$ and $\Lambda_{pf^1}$ as the stability regions achieved under 'pf' and 'pf$^1$', respectively. We next provide a lemma that will be useful for the rest of the proof.

Lemma 1. As long as $T_b$ is finite, system 'pf$^1$' is strongly stable if and only if system 'pf' is strongly stable. That is to say, the following stability region result holds

$$\Lambda_{pf^1} = \Lambda_{pf}. \quad (20)$$

Proof. The proof is similar to the proof in [5] and is omitted for sake of brevity.

The rest of the proof consists in two main steps. We first show that $g_{mdl}(\hat{Q}(t)) \geq \frac{p^\text{max}}{Lc} g_{pf^1}(\hat{Q}(t))$. Then, using this inequality, we show that the stability region achieved under 'mdl' (using FSA) reaches at least a fraction $\eta$ of the stability region achieved under 'pf$^1$'. Based on these two steps and using the result in Lemma 1, we can deduce the statement given in the theorem.

Step 1: Here, we prove that

$$g_{mdl}(\hat{Q}(t)) \geq \frac{p^\text{min}}{Lc} g_{pf^1}(\hat{Q}(t)). \quad (21)$$

To this end, we define 'mpf$^1$' to be the system with full but delayed CSI (i.e. delay of $d$ slots) at the BS, and where at time-slot $t$ MW policy is used for scheduling based on $\hat{Q}(t)$. 

Under this system, the expected weighted throughput, which we denote by $g_{\text{mpf}_1}$, can be expressed as

$$g_{\text{mpf}_1} (\hat{Q}(t)) = \mathbb{E} \left\{ \sum_{j=1}^{L} \sum_{i=1}^{N} \hat{Q}_i(t) \hat{C}_{ij}(t) S_{ij}(t) 1_{(C_{ij}(t) \geq \hat{C}_{ij}(t))} | \hat{Q}(t) \right\}.$$ 

First, we show that $g_{\text{mpf}_1} (\hat{Q}(t)) \geq \frac{p_{\text{min}}}{\beta_c} g_{\text{pf}_1} (\hat{Q}(t))$. It can be easily seen that under 'pf$_1'$ the expected weighted throughput, termed as $g_{\text{pf}_1}$, can be given by

$$g_{\text{pf}_1} (\hat{Q}(t)) = \mathbb{E} \left\{ \sum_{j=1}^{L} \sum_{i=1}^{N} \hat{Q}_i(t) \hat{C}_{ij}(t) S_{ij}(t) | \hat{Q}(t) \right\}.$$ 

Expected weighted throughputs $g_{\text{pf}_1} (\hat{Q}(t))$ and $g_{\text{mpf}_1} (\hat{Q}(t))$ can be re-expressed as the following

$$g_{\text{pf}_1} (\hat{Q}(t)) = \mathbb{E} \left\{ \sum_{(ij) \in \text{M}_{\text{pf}_1}(t)} \hat{Q}_{ij}(t) \hat{C}_{ij}(t) | \hat{Q}(t) \right\},$$

$$g_{\text{mpf}_1} (\hat{Q}(t)) = \mathbb{E} \left\{ \sum_{(ij) \in \text{M}_{\text{mpf}_1}(t)} \hat{Q}_{ij}(t) \hat{C}_{ij}(t) 1_{(C_{ij}(t) \geq \hat{C}_{ij}(t))} | \hat{Q}(t) \right\},$$

where $\text{M}_{\text{pf}_1}(t)$ and $\text{M}_{\text{mpf}_1}(t)$ stand for the subsets of scheduled users under 'pf$_1$' and 'mpf$_1$', respectively. Let $h$ be a vector that represents the fading of all the links at time-slot $t$. We also define $\hat{h}$ to be the fading of these links at time-slot $t - d$. Then, we can write

$$g_{\text{mpf}_1} (\hat{Q}(t)) = \mathbb{E}_h \mathbb{E}_{\hat{h}} \left\{ \sum_{(ij) \in \text{M}_{\text{mpf}_1}(t)} \hat{Q}_{ij}(t) \hat{C}_{ij}(t) 1_{(C_{ij}(t) \geq \hat{C}_{ij}(t))} | \hat{Q}(t) \right\} = \mathbb{E}_h \mathbb{E}_{\hat{h}} \left\{ \sum_{(ij) \in \text{M}_{\text{pf}_1}(t)} \hat{Q}_{ij}(t) \hat{C}_{ij}(t) \mathbb{P}\{C_{ij}(t) \geq \hat{C}_{ij}(t) | \hat{h}_{ij}(t)\} | \hat{Q}(t) \right\}. $$

Let us define $p^{\text{min}}_{c}$ as

$$p^{\text{min}}_{c} = \min_{(ij)} p^{\text{min}}_{c_{ij}},$$

with $p^{\text{min}}_{c_{ij}}$ given by

$$ p^{\text{min}}_{c_{ij}} = \min_{\hat{h}_{ij}(t)} \left\{ \mathbb{P}\{C_{ij}(t) \geq \hat{C}_{ij}(t) | \hat{h}_{ij}(t)\} \right\},$$

where we recall that the value of $\hat{C}_{ij}(t)$ depends on $\hat{h}_{ij}(t)$. Based on the expression of $g_{\text{mpf}_1} (\hat{Q}(t))$ and the definition of $p^{\text{min}}_{c}$, we get

$$ \mathbb{E} \left\{ \sum_{(ij) \in \text{M}_{\text{mpf}_1}(t)} \hat{Q}_{ij}(t) \hat{C}_{ij}(t) | \hat{Q}(t) \right\} \leq \frac{g_{\text{mpf}_1} (\hat{Q}(t))}{p^{\text{min}}_{c}}.$$  

By defining $\beta_c$ as

$$ \beta_c = \max_{(ij)} \left\{ \frac{C_{ij}(t)}{\hat{C}_{ij}(t)} \right\},$$

we obtain the following inequality

$$ \mathbb{E} \left\{ \sum_{(ij) \in \text{M}_{\text{pf}_1}(t)} \hat{Q}_{ij}(t) \hat{C}_{ij}(t) | \hat{Q}(t) \right\} \leq \beta_c \mathbb{E} \left\{ \sum_{(ij) \in \text{M}_{\text{mpf}_1}(t)} \hat{Q}_{ij}(t) \hat{C}_{ij}(t) | \hat{Q}(t) \right\}. $$

This inequality can be proved as follows. Let $i_1$ and $i_2$ be the scheduled users over channel $j$ under systems 'pf$_1$' and 'mpf$_1$', respectively. These users are selected according to the following

$$ i_1 = \arg \max_{i} \hat{Q}_{i}(t) C_{ij}(t), $$

$$ i_2 = \arg \max_{i} \hat{Q}_{i}(t) \hat{C}_{ij}(t). $$

Based on the above and the definition of $\beta_c$, we get

$$ \hat{Q}_{i_1}(t) C_{ij}(t) \leq \hat{Q}_{i_1}(t) \hat{C}_{ij}(t) \beta_c \leq \hat{Q}_{i_2}(t) \hat{C}_{ij}(t) \beta_c. $$

Hence, the inequality in (25) follows by summing over all the channels $j \in \{1, \ldots, L\}$. Combining (23) and (25) yields

$$ g_{\text{mpf}_1} (\hat{Q}(t)) \geq \frac{p^{\text{min}}_{c}}{\beta_c} g_{\text{pf}_1} (\hat{Q}(t)).$$

Now, we show that $g_{\text{mdl}} (\hat{Q}(t)) \geq g_{\text{mpf}_1} (\hat{Q}(t))$. By denoting $\text{M}_{\text{mdl}}(t)$ as the subset of users scheduled for transmission under 'mdl', we can rewrite $g_{\text{mdl}} (\hat{Q}(t))$ as

$$ g_{\text{mdl}} (\hat{Q}(t)) = \mathbb{E} \left\{ \sum_{(ij) \in \text{M}_{\text{mdl}}(t)} \hat{Q}_{ij}(t) \hat{C}_{ij}(t) 1_{(C_{ij}(t) \geq \hat{C}_{ij}(t))} | \hat{Q}(t) \right\}. $$

We define $g_{\text{mdl},j} (\hat{Q}(t))$ and $g_{\text{mpf}_1,j} (\hat{Q}(t))$ as the following

$$ g_{\text{mdl},j} (\hat{Q}(t)) = \mathbb{E} \left\{ \hat{Q}_{i_1}(t) \hat{C}_{ij}(t) 1_{(C_{ij}(t) \geq \hat{C}_{ij}(t))} | \hat{Q}(t) \right\}, $$

$$ g_{\text{mpf}_1,j} (\hat{Q}(t)) = \mathbb{E} \left\{ \hat{Q}_{i_2}(t) \hat{C}_{ij}(t) 1_{(C_{ij}(t) \geq \hat{C}_{ij}(t))} | \hat{Q}(t) \right\}, $$

where $i_1$ and $i_2$ denote the scheduled users over channel $j$ under 'mdl' and 'mpf$_1$', respectively. These users can be determined according to the following

$$ i_1 = \arg \max_{i} \hat{Q}_{i}(t) \hat{C}_{ij}(t) \mathbb{P}\{C_{ij}(t) \geq \hat{C}_{ij}(t) | \hat{h}_{ij}(t)\}, $$

$$ i_2 = \arg \max_{i} \hat{Q}_{i}(t) \hat{C}_{ij}(t). $$
where the first inequality results from the following fact: for any \(Q \geq 0, A \geq 0, B \geq 0\), we have
\[
\left(\max \{Q + A - B, 0\}\right)^2 \leq Q^2 + A^2 + B^2 + 2Q(A - B).
\]
The second inequality holds since we have \(A_1(t) \leq A_{\text{max}}\) and \(B_1(t) \leq r_1, \forall t\); we recall that \(r_1\) stands for the highest rate. From the above, setting \(E = \frac{1}{2}N T_b^2 A_{\text{max}}^2 + \frac{1}{2}N(T_b - 1)r_1^2\), it follows that
\[
Ly(Q((n + 1)T_b + d)) - Ly(Q(nT_b + d)) = L y(Q(t_2 + T_b)) - L y(Q(t_2))
\]
\[
\leq \frac{1}{2} \sum_{i=1}^N (Q_i(t_2 + T_b) - Q_i(t_2)) \leq E + Q_i(t_2) \left( \sum_{t_1=0}^{T_b-1} A_i(t_2 + t_1) - \sum_{t_1=1}^{T_b-1} B_i(t_2 + t_1) \right).
\]

Let us define \(Dr(Q(nT_b))\) as the conditional Lyapunov drift for time instance \(nT_b\):
\[
Dr(Q(nT_b)) \equiv E \{ Ly(Q(t_2 + T_b)) - Ly(Q(t_2)) \mid Q(nT_b) \}.
\]
Using (37), we have that \(Dr(Q(nT_b))\) for a general scheduling policy satisfies
\[
Dr(Q(nT_b)) \leq E + \sum_{i=1}^N \sum_{t_1=0}^{T_b-1} E \{ A_i(t_2 + t_1) \mid Q(nT_b) \}
\]
\[
- \sum_{i=1}^N \sum_{t_1=0}^{T_b-1} E \{ B_i(t_2 + t_1) \mid Q(nT_b) \}
\]
\[
= E + T_b \sum_{i=1}^N \sum_{t_1=0}^{T_b-1} E \{ B_i(t_2 + t_1) \mid Q(nT_b) \},
\]

where we have used the fact that arrivals are i.i.d. over time-slots and thus independent of current queue lengths, meaning that \(E \{ A_i(t_2 + t_1) \mid Q(nT_b) \} = E \{ A_i(t_2 + t_1) \} = a_i\). Note that the conditional expectation at the right-hand-side of (39) is w.r.t. the randomly observed channel states and the possibly random scheduling policy. Let \(\Delta_{\text{mdl}}\) denote the scheduling policy under system ’mdl’. Also, we use \(\Delta_{\text{pf}}\) and \(\Delta_{\text{pf}_1}\) to denote the scheduling policies under ’pf’ and ’pf’ respectively. For the drift under \(\Delta_{\text{mdl}}\) we have
\[
Dr^{(\Delta_{\text{mdl}})}(Q(nT_b)) \leq E + T_b \sum_{i=1}^N \sum_{t_1=0}^{T_b-1} E \{ B_i^{(\Delta_{\text{mdl}})}(t_2 + t_1) \mid Q(nT_b) \},
\]

where we note that the sum over the \(B_i\) starts from 1 because every \(T_b\) slots the BS uses the first slot, i.e. slot \(nT_b\) to broadcast the queue lengths, meaning that no transmission occurs during this slot. For notational convenience we sometimes will replace \(nT_b + d\) by \(t_2\), i.e. \(t_2 = nT_b + d\). From (35) we have
\[
Q_i^2(t_2 + T_b) \leq Q_i^2(t_2) + \left( \sum_{t_1=0}^{T_b-1} A_i(t_2 + t_1) \right)^2 + \left( \sum_{t_1=1}^{T_b-1} B_i(t_2 + t_1) \right)^2
\]
\[
+ 2Q_i(t_2) \left( \sum_{t_1=0}^{T_b-1} A_i(t_2 + t_1) - \sum_{t_1=1}^{T_b-1} B_i(t_2 + t_1) \right) \leq
\]
\[
Q_i^2(t_2) + T_b A_{\text{max}}^2 + (T_b - 1)r_1^2 + 2Q_i(t_2) \left( \sum_{t_1=0}^{T_b-1} A_i(t_2 + t_1) - \sum_{t_1=1}^{T_b-1} B_i(t_2 + t_1) \right).
\]
where $B_i^{(\Delta_{\text{all}})}(t) = \sum_{j=1}^L \hat{C}_{ij}(t)S_{ij}(t)\hat{Y}_{ij}(t)\mathbb{1}_{(C_{ij}(t) \geq \hat{c}_{ij}(t))}$, i.e. $B_i^{(\Delta_{\text{all}})}(t)$ is the service rate allocated for user $i$ at timeslot $t$ under system 'mdl'.

Based on the evolution equation of the queue lengths and the facts that $A_i(t) \leq A_{\text{max}}$ and $B_i(t) \leq r_1$, we have

$$-(s_2 - s_1)r_1 \leq Q_i(s_2) - Q_i(s_1) \leq (s_2 - s_1)A_{\text{max}}. \quad (41)$$

Thus, the following holds

$$Q_i(nT_b) - dr_1 \leq Q_i(t_2) \leq Q_i(nT_b) + dA_{\text{max}}, \quad (42)$$

where we recall that $t_2 = nT_b + d$. Plugging the above into (40), we get

$$D_r^{(\Delta_{\text{all}})}(Q(nT_b)) \leq E + T_b \sum_{i=1}^N (Q_i(nT_b) + dA_{\text{max}})a_i - \sum_{i=1}^N (Q_i(nT_b) - dr_1) \sum_{t_1=1}^{T_b-1} \mathbb{E}\left\{ B_i^{(\Delta_{\text{all}})}(t_2 + t_1) \mid Q(nT_b) \right\}$$

$$\leq E + T_bNdA_{\text{max}}^2 + (T_b - 1)Nd^2r_1 + T_b \sum_{i=1}^N Q_i(nT_b)a_i - \sum_{i=1}^N T_b - 1 \sum_{t_1=1}^{T_b-1} \mathbb{E}\left\{ B_i^{(\Delta_{\text{all}})}(t_2 + t_1) \mid Q(nT_b) \right\}. \quad (43)$$

We recall that

$$g_{\text{mdl}}(\hat{Q}(t)) = \sum_{i=1}^N \hat{Q}_i(t)\mathbb{E}\left\{ B_i^{(\Delta_{\text{all}})}(t) \mid \hat{Q}(t) \right\}. \quad (44)$$

By setting $t = t_2 + t_1$, we have $\hat{Q}(t) = Q(nT_b)$, $\forall t_1$ such that $1 \leq t_1 \leq T_b - 1$. This can be explained as follows. For timeslot $t$, under 'mdl' (using FSA) the feedback decision at timeslot $t - d$ is done based on $\hat{Q}(t)$; we recall that $\hat{Q}(t) = \hat{Q}(t-d)$, where $\hat{Q}(t-d) = Q(nT_b)$, for $t-d \in [nT_b, (n+1)T_b]$. For each channel, only one link will report its feedback to the BS at timeslot $t-d$, so evidently this link will be transmitting over this channel at timeslot $t$. Here $t = t_2 + t_1 = nT_b + d + t_1$, thus at timeslot $t-d = nT_b + t_1$ the feedback decision is based on $\hat{Q}(t) = \hat{Q}(t-d) = Q(nT_b + t_1)$. But $\hat{Q}(nT_b + t_1) = Q(nT_b)$, $\forall t_1$ such that $1 \leq t_1 \leq T_b - 1$, since the BS broadcasts the queue lengths at timeslots 0, $T_b, \ldots, nT_b, \ldots$. Hence, the following holds

$$g_{\text{mdl}}(\hat{Q}(t)) = g_{\text{mdl}}(Q(nT_b)) = \sum_{i=1}^N Q_i(nT_b)\mathbb{E}\left\{ B_i^{(\Delta_{\text{all}})}(t) \mid Q(nT_b) \right\}. \quad (45)$$

On the other hand, we have

$$g_{\text{pt}}(\hat{Q}(t)) = \sum_{i=1}^N \hat{Q}_i(t)\mathbb{E}\left\{ B_i^{(\Delta_{\text{pt}})}(t) \mid \hat{Q}(t) \right\}. \quad (46)$$

where $B_i^{(\Delta_{\text{pt}})}(t) = \sum_{j=1}^L C_{ij}(t)S_{ij}(t)$. Similarly to 'mdl', it can be shown that

$$g_{\text{pt}}(\hat{Q}(t)) = g_{\text{pt}}(Q(nT_b)) = \sum_{i=1}^N Q_i(nT_b)\mathbb{E}\left\{ B_i^{(\Delta_{\text{pt}})}(t) \mid Q(nT_b) \right\}. \quad (47)$$

Using the relation $g_{\text{mdl}}(\hat{Q}(t)) \geq \frac{\mu_{\text{max}}}{\beta_c}g_{\text{pt}}(\hat{Q}(t))$, which was shown earlier, we get

$$\sum_{i=1}^N Q_i(nT_b) \sum_{t_1=1}^{T_b-1} \mathbb{E}\left\{ B_i^{(\Delta_{\text{pt}})}(t_2 + t_1) \mid Q(nT_b) \right\} \geq \frac{\mu_{\text{max}}}{\beta_c} \sum_{i=1}^N Q_i(nT_b) \sum_{t_1=1}^{T_b-1} \mathbb{E}\left\{ B_i^{(\Delta_{\text{pt}})}(t_2 + t_1) \mid Q(nT_b) \right\}. \quad (48)$$

Plugging this directly into (43) yields

$$D_r^{(\Delta_{\text{all}})}(Q(nT_b)) \leq E_1 + T_b \sum_{i=1}^N Q_i(nT_b)a_i - \sum_{i=1}^N \beta_c T_b - 1 \sum_{t_1=1}^{T_b-1} \mathbb{E}\left\{ B_i^{(\Delta_{\text{pt}})}(t_2 + t_1) \mid Q(nT_b) \right\}, \quad (49)$$

in which $E_1 = E + T_bNdA_{\text{max}}^2 + (T_b - 1)Nd^2r_1$. Further, we have $\mathbb{E}\left\{ B_i^{(\Delta_{\text{pt}})}(t_2 + t_1) \mid Q(nT_b) \right\}$ is independent of the time index. This results from the fact that $B_i^{(\Delta_{\text{pt}})}(t_2 + t_1)$ has the same distribution for every slot $t_1$ such that $t_2 + 1 \leq t_1 \leq t_2 + T_b - 1$, because the rate $B_i^{(\Delta_{\text{pt}})}(t_2 + t_1)$ in the slot depends only on the queue length vector $Q(nT_b)$ and the realization of the channels. Hence, the inequality in (49) can be re-expressed as

$$D_r^{(\Delta_{\text{all}})}(Q(nT_b)) \leq E_1 + T_b \sum_{i=1}^N Q_i(nT_b)a_i - (T_b - 1)\frac{\mu_{\text{max}}}{\beta_c} \sum_{i=1}^N Q_i(nT_b)\mathbb{E}\left\{ B_i^{(\Delta_{\text{pt}})}(t_2 + t_1) \mid Q(nT_b) \right\}. \quad (50)$$

Let us denote $b_i^{(\Delta_{\text{pt}})}(nT_b) = \mathbb{E}\left\{ B_i^{(\Delta_{\text{pt}})}(t_2 + t_1) \mid Q(nT_b) \right\}$. Since, by definition, policy $\Delta_{\text{pt}}$ maximizes the weighted sum $\sum_{i=1}^N Q_i(nT_b)B_i(t_2 + t_1)$ over all alternative decisions, we can write

$$\sum_{i=1}^N Q_i(nT_b)B_i^{(\Delta_{\text{pt}})}(t_2 + t_1) \geq \sum_{i=1}^N Q_i(nT_b)B_i^{(\Delta)}(t_2 + t_1), \quad (51)$$

in which $\Delta$ represents any alternative (possibly randomized) scheduling decision that can be made. Fixing a particular alternative (possibly randomized) decision $\Delta$ for comparison
and taking a conditional expectation of the above inequality (given \( Q(nT_b) \)) yields

\[
\sum_{i=1}^{N} Q_i(nT_b) b_i^{(\Delta \eta)}(nT_b) \geq \sum_{i=1}^{N} Q_i(nT_b) b_i^{(\Delta)}(nT_b),
\]

(52)

where \( b_i^{(\Delta)}(nT_b) = E\{b_i^{(\Delta)}(t_2 + t_1) \mid Q(nT_b)\} \). Plugging the above directly into (50) yields

\[
D_{\text{f}}^{(\Delta \eta)}(Q(nT_b)) \leq E_1 - (T_b - 1) \frac{\min}{\beta_c} \sum_{i=1}^{N} Q_i(nT_b) \left[ b_i^{(\Delta)}(nT_b) - \bar{a}_i \right],
\]

(53)

where \( \bar{a}_i = \eta^{-1} a_i \), with \( \eta = \left(1 - \frac{1}{T_b} \right) \frac{\min}{\beta_c} \).

We assume that arrival rate vector \( \bar{a} \) is interior to the stability region of system \( 'pf_1' \); this assumption ensures the stability of this system (see Definition 2). Thus, for these arrivals, there always exists an \( \epsilon_{\max}(\bar{a}) \) such that

\[
b_i^{(\Delta)}(nT_b) \geq \bar{a}_i + \left( (T_b - 1) \frac{\min}{\beta_c} \right)^{-1} \epsilon_{\max}(\bar{a}) \quad (54)
\]

for all \( i \in \{1, \ldots, N\} \). Using the above, we get

\[
D_{\text{f}}^{(\Delta \eta)}(Q(nT_b)) \leq E_1 - \epsilon_{\max}(\bar{a}) \sum_{i=1}^{N} Q_i(nT_b).
\]

(55)

Taking an expectation of \( D_{\text{f}}^{(\Delta \eta)} \) over the randomness of the queue lengths and summing over \( n \in \{0, 1, \ldots, T - 1\} \) for some integer \( T > 0 \), we get

\[
E\left\{ L_y(Q(TT_d + d)) \right\} - E\left\{ L_y(Q(d)) \right\} \leq E_1 - \epsilon_{\max}(\bar{a}) \sum_{n=0}^{T-1} \sum_{i=1}^{N} E\{Q_i(nT_b)\}.
\]

(56)

Rearranging terms, dividing by \( \epsilon_{\max}(\bar{a})T \), and using the fact that \( L_y(Q(TT_d + d)) \geq 0 \) yields

\[
\frac{1}{T} \sum_{n=0}^{T-1} \sum_{i=1}^{N} E\{Q_i(nT_b)\} \leq \frac{E_1}{\epsilon_{\max}(\bar{a})} + \frac{E\{L_y(Q(d))\}}{\epsilon_{\max}(\bar{a})T}.
\]

(57)

Assuming that \( E\{L_y(Q(d))\} < \infty \) and taking a lim sup, we eventually obtain

\[
\limsup_{T \to \infty} \frac{1}{T} \sum_{n=0}^{T-1} \sum_{i=1}^{N} E\{Q_i(nT_b)\} \leq \frac{E_1}{\epsilon_{\max}(\bar{a})}.
\]

(58)

Based on the above inequality and the definition of strong stability (see Definition 1), it follows that \( \Delta_{\text{mdl}} \) stabilizes any arrival rate vector \( \bar{a} = \eta \bar{a} \). Since \( \bar{a} \) can be any point (vector) in the stability region of system \( 'pf_1' \), we, therefore, can claim that \( \Delta_{\text{mdl}} \) stabilizes any arrival rate vector interior to fraction \( \eta \) of the stability region achieved under policy \( \Delta_{\text{pf}} \).

Based on Lemma 1, we know that \( 'pf_1' \) and \( 'pf' \) have the same stability region. Hence, we can deduce that \( \Delta_{\text{mdl}} \) stabilizes any arrival rate vector interior to fraction \( \eta \) of the stability region achieved under \( \Delta_{\text{pf}} \). This completes the proof.