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Abstract

This paper addresses the problem of fault identi�cation in meshed HVDC grids once an abnormal behavior has been
detected. A parametric single-ended fault identi�cation algorithm is proposed. The method is able to determine whether
the line monitored by a relay is faulty or not using a very short observation window. When a fault is suspected, the
proposed algorithm estimates the fault distance and impedance using a parametric model describing the voltage and
current evolution just after the fault occurrence. This model combines physical and behavioral parts to represent the
fault propagation and to account for ground e�ects and various losses. The identi�cation of the faulty line is then based
on the size of the con�dence region of the obtained estimate. The performance of the algorithm for a three-node meshed
grid is studied using Electro-Magnetic Transient (EMT) simulations. On the considered grid model, the current and
voltage need to be observed during less than 0.2ms to get a su�ciently accurate estimate of the fault characteristics and
identify consistently the faulty line.

Keywords: HVDC, Multi-terminal, protection, fault detection, fault localization, parameter identi�cation

1. Introduction

In the future, Multi-Terminal high-voltage Direct-Current
(MTDC) grids are likely to act as a backbone to the ex-
isting AC network, providing better interconnection over
large distances between renewable energy sources and con-
sumption area as well as integration of large o�shore wind
power plants [1]. Among the several technical and non-
technical barriers still to overcome for the development of
High-Voltage Direct-Current (HVDC) meshed grids, the
protection of the lines is seen as one of the most chal-
lenging [2]. Protection strategies and breaker technologies
developed in the case of High Voltage Alternative Cur-
rent (HVAC) grids cannot be directly translated to HVDC
grids, since, for example, faults on an HVDC line, do not
lead to a zero-crossing of the current, which makes the
fault clearance more di�cult.

The main tasks of a protection strategy include fault
detection, faulty component identi�cation, and tripping of
the breakers, see [3]. If the breakers are triggered before
the faulty component is identi�ed, so that a large part of
the grid is de-energized, one refers to as a non-selective
fault clearing strategy, see for instance [4]. On the op-
posite, selective fault clearing strategies consist in identi-
fying the faulty component so that only the correspond-
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ing breakers are triggered, which is considered preferable
since this minimizes the impact of the fault on the grid.
In such a strategy, breaking modules located at the end of
each line are responsible for the protection of their respec-
tive line, see Figure 1. Overall, protection strategies must
be reliable [5], i.e., they must lead to an isolation of the
protected line only when needed and must be immune to
changes caused by normal operations on the grid. Finally,
protection algorithms must operate fast enough to cope
with Direct Current Circuit Breaker (DCCB) capabilities.
DC inductances located between each relay and the bus-
bar are generally considered in the literature to slow down
the rise of the current. In grids involving overhead lines,
however, the inductive behavior of the lines may enable
to omit such inductances, which is considered preferable
regarding the cost and dynamic behavior of the grid [6].
Such an approach requires fast fault identi�cation as well
as fast breakers. The use of hybrid DCCB is seen as an
advantageous compromise between the operating time and
the breaking capabilities of the breakers, see [7]. The typ-
ical available time to detect and identify the fault is then
less than a millisecond. This makes use of communica-
tion between distant protection devices not suitable, since
such communications induces several milliseconds of delay,
as shown in [8]. Hence, a selective protection scheme re-
quires a single-ended (non-unit) algorithm [3] ensuring se-
lectivity, i.e., able to discriminate between internal faults,
occurring on the protected line and external faults, occur-
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Figure 1: Example of a three-node MTDC network; DC reactors are
assumed available in most state-of-the-art fault identi�cation algo-
rithms, whereas in the proposed approach they are not required to
achieve selective fault identi�cation.

ring elsewhere in the grid.
This paper, introduces a protection algorithm to be

used in a primary selective strategy1. We propose a novel
single ended protection algorithm able to detect and iden-
tify faults occurring on transmission lines. Each relay em-
beds an analytical parametric model of the evolution of
the current and voltage after the occurrence of a fault, de-
pending on a set of physical fault parameters. When a
fault is suspected, an iterative maximum-likelihood (ML)
estimate of the fault parameters is evaluated from the mea-
surements available at the relay. The estimated fault pa-
rameters and their con�dence intervals are exploited to
determine whether or not a fault actually occurred on the
protected line. O�-line transient simulations in EMTP-
RV [10, 11] show that the proposed algorithm can identify
most of internal faults from measurements collected over a
time window of less than 0.2 ms after the detection of an
abnormal behavior on the line and is immune to faults on
neighboring lines. Contrary to most existing approaches,
extra inductances are not required to distinguish between
faults occurring on the protected line and elsewhere.

Section 2 provides an overview of existing protection
algorithms. Section 3 presents the problem formulation
and the proposed approach. The modeling of the fault
behavior is detailed in Section 4 and the estimation algo-
rithm for the fault parameters is described in Section 5.
The identi�cation process using con�dence intervals is de-
tailed in Section 6. Simulation results are presented in
Section 7, before drawing some conclusions and future re-
search directions in Section 8.

2. Related work

This section overviews existing detection, identi�ca-
tion, and localization methods, focusing on single-ended
algorithms. More extensive reviews of protection schemes

1In case of fault identi�cation failure, a non-selective strategy such
as presented in [9] can be applied as back up.

and existing technologies can be found in [12], [13], and
[14].

2.1. Amplitude-based methods

Fault behavior is generally associated with high vari-
ation rates in both current and voltage. Various meth-
ods using thresholds on voltage and/or current derivatives
have been proposed.

A general method to tune such thresholds is developed
in [15] using a reduced grid model instead of extensive
transient response simulations. In [16], the rate of change
of voltage across the DC reactors is used to detect and
identify the fault. The Multi Modular Converters (MMC)
arm inductances, along with large DC reactors (200 mH),
are used to tune the detection thresholds.

Regarding current-based algorithm, [17] proposed a three-
stage method, �rst detecting peaks in the deviation of the
current from a moving average, then comparing the cur-
rent value with previous highest values and �nally com-
paring the current deviation to a predetermined threshold
to ensure selectivity. Methods based on voltage and cur-
rent derivative along with over-current methods are com-
pared in [18], which shows that a combined criterion could
achieve selective fault detection. A criterion combining
the voltage and current derivatives, as well as the current
second-order derivative is proposed in [19]. Additionally,
the concept of critical fault resistance is used to detect only
faults that would lead to current rise higher than 2 p.u.

The aforementioned algorithms share the assumption
of the presence of rather large inductances at the end of
each line, see Figure 1, generally required to limit the rise
of current and achieve selectivity. Nevertheless, such in-
ductances are costly and may deteriorate the dynamic per-
formance of the system and cause instability [6]. Moreover,
such methods rely on critical thresholds to ensure both de-
pendability and selectivity.

2.2. Model-based methods

Di�erent techniques have tried to bene�t from more
accurate traveling wave models describing the evolution of
current and voltage when a fault appears in a line.

In [20], the S-transform of the voltage is used to detect
the arrival times of the traveling waves. Along with the
polarities of the waves, this allows oneto locate the fault
on a given line. In a similar fashion, but in the context of
AC transmission, [21] uses multiple traveling wave arrival
times to spot the pattern of the re�ections between the ob-
servation point and the fault. The method is then able to
locate a fault on a line inserted in a meshed grid. Several
traveling wave arrival times (about a dozen) need to be
acquired, which limits the speed of the method. In those
two methods, the key challenges consist in being able to
spot accurately the wave fronts, and in being able to dis-
tinguish waves due to re�ection at the fault from waves due
to other re�ections in the grid. Note that both algorithms
also assume that the fault has already been detected on a
speci�c line and focus on the fault accurate localization.



In [22], the Bergeron method is applied to reconstruct
the distribution of the voltage along a healthy line using
voltage and current measurements at the end of the line.
The computed voltage distribution at both ends are hence
correct up to the point where the line is faulty. Assuming
synchronized communication is available between the re-
lays, the fault location can be computed as the point where
the reconstructed voltage from both sides are matching.
Such a point can be found using a least-squares algorithm.
Still using synchronized data, [23] developed a dynamic
state estimation algorithm for fault localization in AC sys-
tems. A chi-square con�dence test is employed to validate
the results of the fault location estimation. Nevertheless,
as mentioned earlier, the use of communications, especially
to get synchronized data, is not suitable for fast fault de-
tection due to measurement transmission delays, see for
instance [8].

The concept of electromagnetic time reversal, used in
[24], takes advantage of the time reversal invariance of elec-
tromagnetic equations such as the telegraph equations. By
comparing, in reversed time, the recorded voltage at a sta-
tion and a simulated voltage transient at a given observa-
tion point, one can estimate the fault location. Neverthe-
less, the method is meant as a localization algorithm and
assumes information on the fault type from the breakers
is available as well as more than 5 ms long measurement
window.

When the system is based on voltage source converters
with large shunt capacitance, [25] showed that this capac-
itance could be accurately identi�ed in the case of inter-
nal faults using local voltage and current measurements.
On the contrary, external faults would lead to an erro-
neous identi�cation. In [26], a rational approximation of
the characteristic admittance of the line is used to detect
the �rst incident wave of the current. Selective detection
is then achieved using a predetermined static threshold
on the incident wave, still assuming the presence of DC
reactors to distinguish external disturbances.

A multiple behavioral model-based approach has been
developed in [27]. Universal line models are derived for a
�nite set of possible fault cases. These models are com-
bined in a bank of Kalman �lters used to perform the fault
identi�cation. Measurements from the relay are then com-
pared to the predictions obtained from the �lters. The best
predicting �lter provides an estimate of the fault charac-
teristics. This technique requires considering many �lters
so as to be able to identify faults with a large variety of
characteristics, see [27].

Model-based algorithms are hence considered for fault
localization as well as identi�cation. Nevertheless, �nding
a good trade-o� between quick detection and identi�cation
and accurate (therefore complex) estimation of the fault
characteristics is still challenging.

3. Problem formulation and proposed approach

This section describes the problem formulation and
provides an overview of the proposed approach.

3.1. Problem formulation

Consider an MTDC grid described by a graph G =
(V, E), where E is a set of edges, representing the lines
connecting pairs of nodes represented by the vertices in V.
The nodes may consist of converter stations or other equip-
ments such as sensors, relays, etc. Transmission lines can
be overhead lines (OHL), underground cables, or a com-
bination of both. Consider some vertex q ∈ V connected
to nq lines. Within the node represented by q, each line is
assumed to be monitored by some fault identi�cation de-
vice (FID) in charge of determining whether the line under
protection is faulty. Each node contains thus nq FID, each
dedicated to an incoming line.

Consider a fault occurring at some time instant tf on a
given line e = (q, q′) ∈ E of length dqq′ connecting stations
q and q′ of the grid. The distance of the fault to stations
q and q′ along the line e is df,q and df,q′ , respectively with

df,q + df,q′ = dqq′ . (1)

The fault is assumed to be characterized by its pole-to-
ground or pole-to-pole impedance Zf depending on the
type of fault, considered constant during the time interval
of interest in the order of a millisecond. The vector of pa-
rameters describing a fault is thus p = (e, df,q, df,q′ , Zf, tf)

T
.

Assume that the FID of station q monitoring line e ac-
quires at a frequency f voltage and current measurements
(vq,e (t) , iq,e (t)) at the end of e connected to q. Using
tools presented, e.g., in [17], the FID is able to determine
whether the grid behaves normally or not. Let td,q > tf
denotes the time instant at which an abnormal behavior
is detected at station q.

Once such abnormal behavior has been detected, the
FID has to determine, using all available information, whether
or not the fault occurred in the line under protection.

3.2. Overview of the proposed approach

In the proposed approach (see Figure 2), an ML esti-
mate of the vector of parameters p characterizing the fault
is evaluated using the voltage and current measurements
(vq,e (t) , iq,e (t)). For that purpose, a parametric model of
the voltage and current evolution at node q is considered in
case of fault occurrence. This model depends on the char-
acteristics of the grid, which are supposed known, and on
the unknown vector of fault parameters p. For a given
value of p, the output at time t of the parametric model is
denoted as

(
vmq,e (p, t) , imq,e (p, t)

)
. As will be seen in Sec-

tion 4, the considered model combines a knowledge-based
model derived from physical principles and a behavioral
model used to take into account additional e�ects such as
the soil resistivity.
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Figure 2: Overview of the proposed fault parameter vector estima-
tion approach. Subscripts q and e are omitted to lighten the nota-
tions.

Assuming that the fault actually occurred on the line
e, the FID evaluates an estimate p̂ of the fault param-
eter vector p. This estimation is performed recursively:
p̂ is updated when new measurements are available. The
parameter estimation algorithm is detailed in Section 5.
For each estimated parameter vector p̂, an approximate
con�dence region is evaluated. An hypothesis test is then
considered involving the estimate p̂ and its con�dence re-
gion to determine whether a fault actually occurred in the
line e. The hypothesis test may conclude that the fault
a�ects line e, in which case a selective clearing strategy is
triggered. When it is unable to conclude, the FID waits
for the availability of additional measurements to update
p̂ and the associated con�dence region. Once enough mea-
surements have been made available without allowing the
FID to conclude, the fault, if it exists, is deemed to be
located elsewhere in the grid. The hypothesis test and the
decision logic are detailed in Section 6.

4. DC Fault analytic modeling

This section presents the model introduced to describe
the evolution of the current and voltage measured at the
end of a monitored line a�ected by a fault. The consid-
ered model combines a knowledge-based model, involving
the telegraph equations, described in Section 4.1, and a be-
havioral model, to account for the e�ect of soil resistivity,
described in Section 4.2. This two-stages model approach
is summarized in Figure 3. The output of the knowledge-
based model serves as input of the behavioral model. To
simplify presentation, the case of an asymmetric monopole
with single conductor overhead lines is considered. The
approach can be extended to the case of underground ca-
bles or lines consisting of several types of interconnected
transmission lines.

4.1. Physical modeling

This section describes the knowledge-based part of the
model presented in Figure 3.

Physical
model

Behavioral
model

Line parameters

Station parameters

Grid topology

Soil resistivity

Fault
parameters p ym,0(t,p) ym,g(t,p, ρ)

ρ

Figure 3: Combined knowledge-based (physical) and behavioral
model

4.1.1. Description of traveling waves

Consider a line e = (q, q′) belonging to a meshed grid as
presented in Figure 1. The evolution of current and volt-
age measured at a given point of e can be modeled using
traveling waves, as shown in [28]. Along the line, current
and voltage satisfy the telegraph equations, expressed in
the Laplace domain as

∂2V

∂x2
= Z(s)Y (s)V (x, s) (2)

∂2I

∂x2
= Y (s)Z(s)I(x, s), (3)

where Z(s) = R+ sL and Y (s) = G+ sC are the transfer
functions of the distributed series impedance and shunt
admittance, respectively. When a fault occurs, two volt-
age and current waves Vq,1 and Vq′,1 starting from the fault
location travel along the line towards node q and q′, respec-
tively. They undergo a certain attenuation and distortion
according to some propagation function H

Vq,1 (s, dq) = H (s, dq)Vinit(s) (4)

Vq′,1 (s, dq′) = H (s, dq′)Vinit(s), (5)

where Vinit is the initial surge at fault location and (dq, dq′)
are the traveled distances from the fault towards the two
stations, respectively. H can be expressed, for a traveled
distance d along the line, as

H (s, d) = exp
(
−
√
Y (s)Z(s)d

)
. (6)

Any voltage traveling wave V has an associated current
wave de�ned as

I(s, d) = Z−1
c (s)V (s, d),

where the characteristic impedance Zc is

Zc (s) =
√
Z(s)/Y (s). (7)

When a change of propagation medium occurs (typi-
cally at the junction between a line and a station), the
incident wave Vf gives rise to a transmitted and a re�ected
wave, Vt and Vr respectively. The associated voltage Vtot
at the media change point is then

Vtot = Vt = Vf + Vr

= (1 +K)Vf

= TVf, (8)
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Figure 4: Example of a Bewley lattice diagram.

where the transmission and re�ection coe�cients T and
K depend on the characteristic impedances of the me-
dia. For a wave traveling from a medium of characteristic
impedance Z1 to a medium of characteristic impedance
Z2, one has

K1→2 =
Z2 − Z1

Z2 + Z1
and T1→2 =

2Z2

Z2 + Z1
. (9)

If the junction connects more than two conductors, the
transmission and re�ection coe�cients must be adapted
accordingly. Consider a wave from medium 1 of charac-
teristic impedance Z1 propagating to n− 1 media of char-
acteristic impedance Z2, . . . , Zn. The re�ection coe�cient
as seen from medium 1 becomes

K1→2...n =
1/Z1 −

∑n
`=2 1/Z`∑n

`=1 1/Z`
. (10)

Similarly, the transmission coe�cient from medium 1 to `
is

T1→` = 1 +K1→2...n =
2/Z1∑n
`=1 1/Z`

. (11)

Using the re�ection and transmission coe�cients as well
as the propagation functions as described before one can
evaluate the incident, re�ected, and transmitted traveling
waves with the help of a Bewley lattice diagram [29]. Such
diagram is presented in Figure 4 for the case of a three sta-
tion network, as presented in Figure 1, connecting stations
q, q′, and q′′. The station q′′ is represented on both sides
of the diagram.

4.1.2. Lossless line model and converter stations

This section describes how time-domain expression of
the traveling waves are obtained for a line e connecting
two power stations q and q′ represented in Figure 1. For
that purpose, a lossless line model is considered and the
MMC are represented by RLC equivalents. The e�ect of
soil resistivity in the ground return path is temporarily
neglected, so that the distributed series impedance Z and
shunt admittance Y in (6) depend only on the overhead
line characteristics and do not vary signi�cantly with the
frequency, see Appendix Appendix A.

To describe the transient behavior of voltage and cur-
rent once a fault has occurred, the series resistance R and
shunt conductance G are neglected compared to the e�ects
of the series inductance L and shunt capacitance C. The
validity of this assumption is investigated in Appendix Ap-
pendix A. With this lossless model, (6) and (7) become

H(s) = exp
(
−s
√
LCd

)
(12)

and
Zc =

√
L/C. (13)

Modular Multilevel Converters (MMC) are considered
within each station. If the current increases to 2 p.u.,
power electronics within the MMC will protect by auto-
blocking, see [30]. When considering only the two or three
�rst incident, re�ected, and transmitted waves due to the
fault, it is reasonable to consider auto-blocking as inactive
at the arrival times of those waves. This is further detailed
in Appendix Appendix B. With this assumption, the RLC
model

Zmmc (s) = Rmmc + sLmmc +
1

sCmmc

(14)

for the MMC introduced in [31] can be employed. The
fault may be represented by a voltage source in series with
an impedance Zf between ground and the fault location
connected at the fault instant tf. The fault impedance
accounts for di�erent e�ects such as the electric arc, the
tower grounding impedance, and the resistance of addi-
tional unknown objects in the current path. Here, as in
[32], these e�ects are described considering a single un-
known fault resistance, i.e., Zf = Rf. Consequently, the
fault leads to the initial surge at the fault location

Vinit (s, tf, Zf) = −vbf
Zc

Zc + 2Rf

exp (−stf) . (15)

The voltage source has an amplitude opposite to the volt-
age vbf at the fault location just before its occurrence.
Note that vbf is not available at tf. Nevertheless, assum-
ing steady-state conditions line just before tf, voltage and
current along the line may be described by telegraph equa-
tions in steady state

∂2V

∂x2
= RGV. (16)

Typically, the values of R and G are small enough, see Sec-
tion 7, to neglect the variations of the voltage along lines,
even of several hundreds of kilometers long. Consequently,
vbf can be approximated by the steady-state voltage v

(
t−d
)

measured at the relay just before the fault detection.
Hence knowing the characteristics of the di�erent lines,

stations, and the topology of the grid one can establish the
expressions in the Laplace domain for any traveling waves.
For example, considering a typical faulty line e connecting
stations q and q′ of a grid such as that represented in
Figure 1, the evolution of the current and voltage at station
q has to account for several traveling waves:



� due to the �rst incident wave from the fault to sta-
tion q; this wave is re�ected by station q and by the
fault (plain blue lines in Figure 4),

� due to the �rst incident wave from the fault to sta-
tion q′, re�ected by station q′, and transmitted by
the fault (dashed red lines in Figure 4),

� due to the transmission of the incident waves to other
lines of the grid or which have been transmitted sev-
eral times by the fault (dashed blue and green lines
in Figure 4).

Consider �rst the traveling waves represented by the solid
blue lines in Figure 4. The nth forward and return waves
at the station q due the re�ections at the fault location
can be expressed as a function of the fault parameters p
as {

Vf,n(s,p) = (KqKf)
n−1H (s, df,q)

2n−1Vinit (s, tf)

Vr,n(s,p) = KqVf,n (s,p)

(17)
where Kq is the re�ection coe�cient from the line to the
station q and Kf is the re�ection coe�cient at the fault,
both given by (10).

Consider now the traveling waves represented by the
dashed red lines in Figure 4. The �rst incident wave from
the fault to station q′ (red lines in Figure 4) is re�ected by
station q′ and transmitted through the fault. This trans-
mitted wave can be described at the station q as{

V ′f,n(s,p) = Kq′TfH (s, 2dqq′ − df,q)Vinit (s, tf)

V ′r,n(s,p) = KqV
′
f,n (s,p)

(18)

where Kq′ is the re�ection coe�cient from the line to the
station q′ and Tf is the transmission coe�cient at the fault,
given by (11).

Using the previous methodology, one can then get back
to temporal domain expressions using inverse Laplace trans-
form. Examples of time-domain expressions for the �rst
wave (17) at station q are

vf,1(t) = − vbfRf

Zc + 2Rf

u (t− td,q) (19)

and

vr,1(t) =
2
√
Cmmc vbf Zc

2

(Zc + 2Rf)A
sinh

(
(t− td,q) A

4
√
Cmmc Lmmc

)
× exp

(
− (2Rmmc + Zc) (t− td,q)

4Lmmc

)
u (t− td,q)

(20)

where A =
√
Cmmc(2Rmmc + Zc)2 − 16Lmmc is a scalar

coe�cient depending only on the line surge impedance and
the MMC parameters. The time td,q is the detection time
corresponding to the arrival time of the �rst wave at sta-
tion q. It can be expressed as a function of the fault time tf,

the fault distance df,q, and the wave speed cw = 1/
√
LC;

td,q = tf +
df,q
cw

. (21)

Similar expressions can be obtained for the other waves
due to re�ections at the fault and for waves due to re�ec-
tions at other stations. The total voltage at the station is
then the sum of the measured prior fault voltage v(t = t−d,q)
and the di�erent waves arriving at the station as derived
using the Bewley diagram, see Figure 4.

vtot(t,p) = v(t−d,q) + vf,1(t,p) + vr,1(t,p) + vf,2(t,p) + . . .
(22)

The number of re�ections that must be taken into account
results in a trade-o� between the complexity and desired
time validity interval of the model. Since the characteristic
impedance is scalar, the current reaching the MMC from
the monitored line is deduced from the voltage

itot(t,p) = i(t−d,q)+Z
−1
c (vf,1(t,p)−vr,1(t,p)+vf,2(t,p) . . . ).

(23)
The expressions (19), (20) and (22), (23) depend on the
known characteristics of the grid, and on measured quan-
tities such as the detection time as well as the voltage
and current just before the occurrence of the fault. As
mentioned in Section 3, these expressions also depend on
the fault parameter vector p = (e, df,q', df,q, Rf, tf)

T
which

value has to be identi�ed.

4.2. Accounting for the soil resistivity

The knowledge-based model introduced in Section 4.1.1
neglects the e�ect of the soil resistivity. This section in-
troduces a behavioral model that supplements the physical
model to take into account soil resistivity e�ects.

Here, the soil resistivity is assumed to be represented
by a known constant parameter ρ along the return path of
the monitored line. While di�erent approaches to model
physically the behavior of the ground exist (see for instance
[33]), to the best of our knowledge they do not lead to an
analytic temporal expression of the current and voltage
transient evolution. To account for soil resistivity e�ects,
we supplement the knowledge-based model of Section 4.1.1
with a behavioral model, to get a combined model, see
Figure 3.

Assume that ym,0 (p, t) =
(
vm,0 (p, t)

T
, im,0 (p, t)

T
)T

is the output of the knowledge-based model in Section 4.1.1,
representing the voltage and current at a given point of the
monitored line e. Preliminary simulations have shown that
the soil resistivity impacts the model output ym,0 (p, t)
as a low-pass �lter. Consequently, the output ym,g =(
vm,g (p, t)

T
, im,g (p, t)

T
)T

of the model accounting for

the e�ects of the soil resistivity is described as

ym,g(p, ρ, tk) = G
(
z−1
)
ym,0 (p, tk) , (24)



with G(z−1) = B(z−1)
A(z−1) is a transfer function, where

A
(
z−1
)

= 1− a1z
−1 − · · · − ana

z−na (25)

is an auto-regressive part that represents the inductive ef-
fect of the soil resistivity, while

B(z−1) = z−nd
(
b0 + b1z

−1 + · · ·+ bnb
z−nb

)
(26)

is a exogenous part that takes ym,0 (p, tk) as external in-
put. The coe�cients na and nb are the orders of the poly-
nomials A and B respectively, while nd models the input-
output delay.

An o�ine estimation of nd and of the coe�cients ai
and bi may then be performed considering the measure-

ments y(t) =
(
v (t)

T
, i (t)

T
)T

for a vector of known fault

parameters p using, e.g., the Electro-Magnetic Transient
(EMT) software EMTP-RV [11]. Using (24), the outputs
accounting for the soil resistivity provided by EMTP-RV
are assumed to be described by

A(z−1)y (tk) = B(z−1)ym,0 (p, tk) + ε (tk) , (27)

where ε (t) represents the measurement error term and all
e�ects not captured by the model (24). Then, for given
values of the fault parameter vector p and of ρ, a least-
squares estimate of nd and of the parameters ai, bi has
been performed [34].

The coe�cients of the transfer function G which mod-
els the e�ect of soil resistivity clearly depend on the value
of ρ. Moreover, additional simulations have also evidenced
the impact of the components of the fault parameter vec-
tor p, among which the distance to the fault df is the most
important. In order to get a behavioral model of the im-
pact of the soil resistivity that is valid whatever the fault
location, one explicitly accounts for df in the parameters
ai and bi of the model.

Low order models have proven to give a relatively good
�t of the simulated voltage and currents from EMTP. In
the case of a �rst order low pass �lter, the coe�cients a1,
b0 and nd can be estimated for di�erent values of the fault
distance df and a given value of ρ, considering only the
�rst traveling wave generated by a fault.

the following model

am1 (df) = α1,0 + α1,1d
−1
f + α1,2d

−2
f (28)

bm0 (df) = β0,0 + β0,1d
−1
f + β0,2d

−2
f (29)

nmd (df) = Round
(
ν0 + ν1d

1
f + ν2d

2
f

)
(30)

of the evolution of a1, b0 and nd with df depending on the
parameters vectorsα1 = (α1,0, α1,1, α1,2)

T
, β0 = (β0,0, β0,1, β0,2)

T

and ν = (ν0, ν1, ν2)
T
has been adjusted by least-squares

estimation.
A comparison of the output of the complete model with

that of the knowledge-based model is provided in Section 7.
The estimation of the �lter coe�cients am1 (df), b

m
0 (df), and

nmd (df) is also described.

4.2.1. Other traveling waves

To account for the e�ect of soil resistivity on other
traveling waves, the distance d in the parameters am1 (d)
and bm0 (d) of the model (24) has to represent the sum of
the traveled distance.

For instance, the �rst traveling wave, once it has been
re�ected by the station and at the fault location, when it
reaches again the station, has traveled three times the fault
distance. The combined model output ym,g is obtained by
�ltering the knowledge-based model output ym,0 with a
�lter G which parameters are am1 (3df) and bm0 (3df). An
example of this approach is provided in Section 7.2.3.

A possible way to model situations where a line spreads
over areas with di�erent soil resistivities, is to consider a
cascade of several �lters G, each tuned for subarea as-
sumed of constant soil resistivity.

5. Estimation of the fault parameters

In this section, the estimation of the fault parameters
is detailed. This step corresponds to the parameter tuning

block of Figure 2 introduced in Section 3 and uses the
parametric model described in Section 4.

Consider that an unusual behavior is detected by a
relay q monitoring a line e at the time td,q. Assume that

n voltage and current measurements y (t) = (v (t) , i (t))
T

have been performed at time tk, k = 1, . . . , n, with t1 6
td,q < tn. For a given value of p, one may evaluate the

combined model outputs ym (p, t) = (vm (p, t) im (p, t))
T

and evaluate the output error

ey (p, tk) = y (tk)− ym (p, tk) , k = 1, . . . , n. (31)

Assume that, for the true value of the fault parameters p∗,
the observed data satisfy

y (tk) = ym (p∗, tk) + ε(tk), k = 1, . . . , n (32)

where εk belongs to a sequence of realizations of indepen-
dent random vectors that follows a zero-mean Gaussian
distribution with known covariance matrix

Σ =

(
σ2
v 0

0 σ2
i

)
, (33)

where σ2
v and σ2

i are obtained from the characteristics of
the voltage and current sensors. The ML estimate of p
from n observations is

p̂ = arg max
p

π (y (t1) , . . . ,y (tn) |p) , (34)

see [35]. With the considered measurement noise model,
evaluating p̂ requires the minimization of the cost function

c(n)(p) = f (n)(p)T
(

Σ̃(n)
)−1

f (n)(p), (35)



where

f (n) (p) =
[
(v (t1)− vm (p, t1)) , . . . , (v (tn)− vm (p, tn))

(i (t1)− im (p, t1)) , . . . , (i (tn)− im (p, tn))
]T
, (36)

and
Σ̃(n) = diag

(
σ2
v, . . . , σ

2
v, σ

2
i , . . . , σ

2
i

)
. (37)

In the parameter estimation process, the �rst component
e of p is assumed �xed when trying to decide whether the
fault has occurred in the monitored line e or not. More-
over, df,q′ can be deduced from (1). Finally the fault occur-
rence time tf and the fault distance df,q are related to the
detection time td,q using (21). Since td,q can be measured,
only two parameters df,q and Rf are left to be determined.

For a given number of observations n, iterative opti-
mization techniques (Gauss-Newton, Levenberg-Marquardt)
may be used to build a sequence of parameter estimates

p
(n)
k+1 = p

(n)
k + δ

(n)
k , (38)

where δ
(n)
k is some correction term such that c(n)(p

(n)
k+1) <

c(n)(p
(n)
k ), starting from an initial estimate p

(n)
0 . For ex-

ample, with the Gauss-Newton method, one has

δ
(n)
k = −

(
J

(n)T
f

(
Σ̃(n)

)−1

J
(n)
f

)−1

J (n)T
(

Σ̃(n)
)−1

f (n),

(39)

where J
(n)
f is the Jacobian matrix of f (n) with respect to

p evaluated at p
(n)
k . The computation of the Jacobian

matrix can be done explicitly for the physical model as well
as the combined model, due to their (relative) simplicity.

Assume that after κ iterations (38), n′ measurements
are available, with n′ = n+ ∆n. The cost function c(n)(p)

is updated to c(n
′)(p). Then κ new iterates (38) are per-

formed starting from p
(n′)
0 = p

(n)
κ . In practice, κ and the

number of additional measurements ∆n required to update
the cost function may be tuned to reach a compromise be-
tween speed and accuracy of the estimation process.

The estimation algorithm is run until a stopping con-
dition is satis�ed, as detailed in Section 6.

6. Fault identi�cation: decision logic

This section presents the logic that allows the algo-
rithm to decide whether a fault actually occurred on the
protected line or not. This step corresponds to the decision
logic block of Figure 2 introduced in Section 3.

After each iteration, the algorithm determines whether
it has obtained a satisfying estimate of the fault param-
eters with a good level of con�dence, indicating that the
monitored line is faulty. The algorithm may also stop once
it has performed a maximum number of iterations, corre-
sponding to a maximum measurement window. In the lat-
ter case, the fault is considered to be outside the protected

line, or to be non-existent. To determine whether the esti-
mate is consistent with the hypothesis that the monitored
line is faulty, two tests are considered. First, a validity

test determines whether or not the value of the estimated
parameter vector is included in some domain of interest.
Second, an accuracy test determines if the con�dence re-
gion associated to the estimate is small enough. In this
section the number n of observed data is omitted to lighten
the notations.

First, the estimated parameters must belong to a cer-
tain domain of interest Dp which represents plausible val-
ues for the fault parameters. Dp may be de�ned as

Dp = {(df , Rf)|df,min ≤ df ≤ df,max, Rf,min ≤ Rf < Rf,max}
(40)

where (dmin, dmax) de�nes the portion of the line actually
monitored by the relay and (Rf,min, Rf,max ) the range of
fault resistance that requires fast decision, since a high
value of Rf corresponds to a non-critical fault for which
more time is available to take action, as investigated in
[19]. Typical boundary values are df,min = 0 km, df,max =
90 %dqq′ and Rf,min = 0 Ω, Rf,max = 200 Ω.

Second, in the accuracy test, for each estimate pk of p
∗

belonging to Dp, an associated con�dence region is evalu-
ated. Various approaches for this evaluation are available,
see, e.g., [36, 35]. Here, one approximates the covariance
matrix

PML = Ey|p∗
{

(pk − p∗) (pk − p∗)T
}

(41)

of the estimate pk by its Cramér-Rao Lower Bound (CRLB)

PML ' I−1 (p∗) , (42)

where

I (p) = −Ey|p

{
∂2 lnπy (y|p))

∂p∂pT

}
(43)

is the Fisher information matrix. This approximation re-
lies on assumptions that are in general not satis�ed in
practice. Usually, the measurement noise is considered
as independent and identically distributed with zero-mean
Gaussian distribution. Moreover, the model error has to
be small compared to the measurement noise. Finally,
I−1 (p∗) is replaced by I−1 (pk) in (42), since p∗ is not
available. Nevertheless, the CRLB gives a reasonable eval-
uation of the estimation uncertainty.

From (43), and considering the hypotheses on the mea-
surement noise, the Fisher information matrix becomes

I (p) = JTf (p) Σ̃−1Jf (p) . (44)

When Σ̃ is not known, its diagonal components may be
obtained as the estimated variances for the current and
voltage residuals

σ̂2
v =

1

n− np

n∑
`=1

(v (t`)− vm (t`,pk))
2

σ̂2
i =

1

n− np

n∑
`=1

(i (t`)− im (t`,pk))
2
,



with np the number of estimated parameters.
Speci�c con�dence regions can be computed using the

fact that 1
np

(p − pk)T I−1 (pk) (p − pk) follows approxi-

mately a Fisher-Snedecor distribution F (np, 2n−np). As-
suming that the number of observations n is large com-
pared to the number of estimated parameters np, the (1−
α)% con�dence region can be approximated by the ellip-
soid

Rα(p) ={
p ∈ Rnp | (p− pk)T I−1 (pk) (p− pk) ≤ χ2

np(1− α)
}
,

where χ2
np(1− α) is the value that a random variable dis-

tributed according to a chi-square distribution with np de-
grees of freedom has a probability 1−α to be larger than.

The volume of the (1−α)% con�dence ellipsoidsRα(p)
is then used to determine the accuracy of the current es-
timate pk of p∗. The estimation algorithm is deemed to
have obtained an accurate estimate of the fault parameters
if the volume of Rα(p) is below a certain threshold

vol (Rα(p)) 6 tr1−α (45)

The threshold tr1−α has to be tuned so as to ensure both
dependability and security. The estimation algorithm has
to correctly identify all faults occurring on the protected
line while rejecting faults occurring elsewhere. Tuning is
done heuristically considering a large number of simulated
fault cases, especially limit cases where forward faults oc-
cur on an adjacent line, since they are harder to distinguish
from fault occurring at the remote end of the protected
line.

When both validity and accuracy tests are satis�ed,
the estimation algorithm stops and the fault is considered
to be in the protected zone. The proposed fault identi�ca-
tion approach using parameter estimation and the validity
and accuracy tests is summarized in Algorithm 1. The
algorithm starts the fault parameter estimation as soon
as an unusual behavior is detected (line 3). For a given
set of data, κ iterations of the estimation algorithm are
run (lines 7-8). The algorithm stops and concludes that
the fault is internal as soon as the estimate satis�es the
stopping conditions (line 9-10). If these conditions are not
met, ∆n new measurement data are added when avail-
able (line 13) and the estimation process starts over from
the last parameter estimate (line 14). If the maximum
length of the measurement window has been reached and
the stopping condition have not been satis�ed, the fault is
considered external (line 17). The corresponding �owchart
of the algorithm is provided in Figure 5.

7. Simulation results

This section presents the results obtained in simula-
tions. Measurements in case of faults have been provided
by EMTP-RV and the FID was implemented in Matlab.

Algorithm 1 Fault parameter identi�cation algorithm

1: Input: n0, p0, nmax, κ
2: Output: fault in protected zone, fault parameters
3: if Unusual behavior detected then
4: Collect n = n0 current and voltage measurements

5: Initialize p
(n)
0 = p0

6: while n < nmax do

7: for k = 1 : κ do
8: Update p

(n)
k+1 = p

(n)
k + δk

9: ifstop_cond(p
(n)
k+1,R(α)(p

(n)
k+1)) =true then

10: Fault is internal return (true, p
(n)
k+1)

11: end if

12: end for

13: Wait until n+ ∆n measurements are available
14: p

(n+∆n)
0 = p

(n)
κ

15: n← n+ ∆n
16: end while

17: Fault is external return (false, ∅)
18: end if
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Figure 5: Flowchart of the proposed fault identi�cation algorithm
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Figure 6: Test grid considered

Section 7.1 describes the considered grid and the parame-
ters used for its model. First simulation results illustrat-
ing the model proposed in Section 4.2 are presented in
Section 7.2. The behavior of the fault identi�cation algo-
rithm is then detailed on two fault cases in Section 7.3.
Finally, extensive simulations considering a wide range of
fault cases are presented in Section 7.4 to illustrate the
performance of the FID algorithm.

7.1. Model of the grid

To test the proposed approach, consider the three-node
Delta grid of Figure 6 with single-conductor identical over-
headlines and 3 MMC stations. Such type of grid may con-
stitute an elementary part of more complex meshed grids
described, e.g., in [4]. As will be seen in the experimen-
tal part, the proposed algorithm can characterize the fault
parameters in much less than 1ms after the fault occur-
rence. If the three-node Delta grid would actually be part
of a more complex grid, the impact of the presence of fur-
ther links would be negligible in the �rst few hundreds of
micro seconds after the fault occurrence. Consequently,
results obtained with the considered grid are likely to be
representative of results obtained with a more complex
grid.

Relays R13 and R31 monitor line L13 of length d13 =
200 km; Relays R23 and R32 monitor line L23 of length
d23 = 150 km; Relays R12 and R21 monitor line L12 of
length d13 = 100 km. Numerical values for the station and
line characteristics are given in Tables 1 and 2. The active
power injected by each converter stations prior to the fault
is indicated for each station in Figure 6. The MMCs are
simulated with switching function of arms [37] and a wide-
band model is used for the transmission lines [38]. The
current and voltage sensors used in the EMT simulations
have an accuracy class of 1 %, a bandwidth of 300 kHz, a
sampling frequency of 1 MHz, and a resolution of 16 bits.
Further details on sensor and relay con�gurations can be
found in [4].

From Tables 1 and 2, one can evaluate the parameters
used in the knowledge-based model presented in Section 4
such as the distributed parameters of the line, see Table 4,
and the RLC model of the stations, see Table 3.

Table 1: Characteristics of the MMC stations
Rated power (MW) 1000
DC rated voltage (kV) 320
Arm inductance (p.u.) 0.15
Transformer resistance (p.u.) 0.001
Capacitor energy in each submodule (kJ/MVA) 40
Conduction losses of each IGBT/diode (Ω) 0.001
Number of sub-modules per arm 400

Table 2: Overhead-line characteristics
L13 L12 L23

DC resistance (mΩ/km) 24
Outside diameter (cm) 4.775
Horizontal distance (m) 5
Vertical height at tower (m) 30
Vertical height at mid-span (m) 10
Soil resistivity (Ωm) 100

7.2. Evaluation of the model accuracy

This section evaluates the accuracy of the complete
model of Section 4, including the behavioral part of the
model representing the impact of the soil resistivity.

7.2.1. First traveling wave

Figure 7 represents an example of the evolutions of
voltage and current for the �rst traveling wave generated
by a fault occurring on line L13 at time tf = 0, with a
resistance of 20 Ω situated 50 km away from the station 3.
The soil resistivity is taken as ρ = 100 Ωm, which is a low
or average value according to [39].

The estimation of the model parameters has been per-
formed considering only the �rst traveling wave generated
by a fault. It can be observed that the outputs of the com-
bined model accounting for the soil resistivity (ρ > 0) are
much closer to the outputs provided by EMTP-RV than
the outputs of the physical model neglecting the soil re-
sistivity (ρ = 0). For the considered behavioral model
G
(
z−1
)
, nd = 4 and considering na = 1, nb = 0 provides

the best compromise between accuracy and complexity.
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Figure 7: Comparison of the voltage (left) and current (right) tran-
sient models, neglecting or accounting for the soil resistivity with the
output of an EMT simulation software; the simulated fault occurred
at tf = 0 and 50 km from the station with a resistance of 20 Ω; the
soil resistivity is ρ = 100 Ωm.



Table 3: Equivalent parameters of the MMC stations

Equivalent inductance (mH) 8.1
Equivalent resistance (Ω) 0.4
Equivalent capacitance (µF) 391

Table 4: Overhead-line distributed parameters

L13 L12 L23

Series resistance R (mΩ/km) 24
Series inductance L (mH/km) 1.45
Shunt capacitance C (nF/km) 7.68
Shunt conductance G (nS/km) 0.2

7.2.2. Validity of the �lter parameter �tting approach

Figure 8 describes the evolution of the coe�cients a1,
b0 and nd of the behavioral model as estimated for dif-
ferent values of the fault distance df considering again
ρ = 100 Ωm. Here again, the estimation has been per-
formed considering only the �rst traveling wave generated
by a fault occurring at time tf = 0. The evolution of
am1 (df), b

m
0 (df), and nmd (df) with df is also provided in

Figure 8, showing an excellent match with the estimated
values of a1, b0, and nd. It can be observed that the in-
ductive e�ect, represented by the parameter a1, increases
with the fault distance. For small values of df, as expected,
a1 is close to 0 and the model of Section 4.1.1 neglecting
the soil resistivity has good modeling performances.

7.2.3. Other traveling waves

To account for the e�ect of soil resistivity on other
traveling waves, as indicated in Section 4.2.1, the distance
d in the parameters am1 (d) and bm0 (d) of the model (24) is
assumed to represent the sum of the traveled distance.

Figure 9 shows the evolution of voltage and current
at a station considering a fault occurring at time tf = 0,
with a resistance of 20 Ω, and situated 30 km away from
the station. One observes that the match with the EMT
simulation is very good for the �rst traveling wave and still
good for this wave after two additional re�ections (at the
station and at the fault).
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Figure 8: Evolution of the estimated parameters a1, b0 (left) and
nd (right) of the behavioral model G as a function of df (crosses),
compared to their modeled evolution using am1 (df) and b

m
0 (df) (left)

and nm
d
(right) (dashed and dotted lines)
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Figure 9: Comparison of the voltage (left) and current (right) tran-
sient models, neglecting or accounting for the soil resistivity with
the output of an EMT simulation software; the simulated fault is
located at 30 km from the station and has a resistance of 20 Ω; the
soil resistivity is ρ = 100 Ωm.

Table 5: Algorithm tuning parameters.

Parameter Value

Initial point, p0 Rinit = 1Ω,dinit = 6km
Number of iterations for n data k(n) = 1
Additional data points ∆n 10

Con�dence level 1− α = 0.95
Accuracy test threshold tr0.95 = 10
Targeted fault distances df,min = 0,df,max = 0.9d
Targeted fault resistances Rf,min = 0,Rf,max = 200Ω

Maximum measurement window 3d/cw

7.3. First illustration of the fault identi�cation algorithm

To illustrate the behavior of the identi�cation algo-
rithm, one considers two cases of pole-to-ground faults oc-
curring between stations 3 and 1, i.e., in line L13 of the
grid in Figure. 6. Parameters of the algorithm, introduced
in Sections 5, 6 and 6, are given in Table 5. Though such
parameters can be adjusted, they are kept constant for
all the simulations. The di�erent parameters have been
tuned considering extensive simulations, focusing on crit-
ical cases with remote faults occurring on the protected
line and low impedance faults occurring on an external
line close to a remote station. The maximum duration of
the measurement window, which is used as stopping cri-
terion for the estimation algorithm, varies for each relay,
since it depends on the total length d of the monitored line
and on the traveling wave propagation speed cw in the line
(as de�ned in 4). Each time ∆n = 10 additional measure-
ments are available, a single iteration of the estimation
algorithm is performed, thus for all n, κ(n) = 1.

In Case 1, the fault, located at d∗f = 30 km from sta-
tion 3 (close fault) with an impedance of R∗f = 20 Ω, oc-
curs at tf = 0. Once an abnormal behavior is detected
at relay R31 (using the approach described in [17]), the
identi�cation algorithm is started. Its behavior can be an-
alyzed by plotting the contour of the cost function (35)
to minimize at each iteration as well as the trajectory of
the estimate (df, Rf) of the fault parameter vector, see Fig-
ure 10. The 95% con�dence ellipse of the estimated pa-
rameter vector is also displayed at each step. After each
iteration, new data points are added to the cost function.
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Figure 10: Case 1: fault at d∗
f

= 30 km from station 3 (close fault)
with an impedance of R∗

f
= 20 Ω: evolution of the contour plot of

the cost function and estimated parameters at iterations 1,2,3 and
5.
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Figure 11: Case 1: Simulated current and voltage measurements
compared to the combined model outputs for d̂f = 26 km and R̂f =
21 Ω.

It can be observed that its minimum gets closer to (d∗f , R
∗
f )

and that the cost contours concentrate around (d∗f , R
∗
f ).

The estimate (df, Rf) also gets closer (d∗f , R
∗
f ) and the size

of the con�dence ellipsoid reduces. The estimation algo-
rithm stops and correctly identi�es the fault on the line
after 5 iterations, requiring only measurements obtained
in a time window of 56µs which contains the fault detec-
tion time td. The estimated parameters are d̂f = 26 km
and R̂f = 21 Ω when the algorithm stops. Nevertheless,
the stopping conditions are satis�ed before the minimum
of the cost function is reached. This allows ultra-fast iden-
ti�cation of the fault, which is the main objective of the
protection algorithm, even though it limits the accuracy of
the estimated parameters. Considering a longer measure-
ment window of 266µs results in the estimated parameters
d̂f = 30 km and R̂f = 18 Ω.

The voltage and current measurements simulated by
the EMT software and at the output of the combined
model for d̂f = 26 km and R̂f = 21 Ω are represented in
Figure 11. One sees that the observation of the �rst wave
is enough for an accurate fault identi�cation.

To analyze the behavior of the identi�cation algorithm
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Figure 12: Case 1: Evolution of the accuracy criterion at the 6 relays.

at other relays, the evolution of the accuracy criterion at
the 6 relays is plotted in Figure 12. The fault is rapidly
identi�ed at relays R31 and R13. The evolution of the
vol (Rα(p)) used in the accuracy criterion (45) evaluated
at R31 and R13 is plotted until the maximum measure-
ment window is reached. This facilitates comparison with
the evolution of vol (Rα(p)) involved in the accuracy cri-
teria evaluated at the other relays. Since the fault is close
to station 3, it is �rst detected at relays R31 (monitoring
line L13) and R32 (monitoring line L23). The accuracy
test is satis�ed at relay R31 after 5 iterations and the fault
is identi�ed in line L13, as shown previously. It can be
seen that after reaching a minimum after 0.5ms, the con-
�dence region area starts increasing and reaches higher
values after 1ms. This is due to the reduced number of
waves included in the model which limits its time valid-
ity, as mentioned in Section 4.1. At relay R32 the area
of the con�dence region never goes below the threshold,
indicating that the fault is not in line L23. At t = 0.6ms
the fault is detected at the other relays. At relay R13, the
fault is again correctly identi�ed after few iterations. The
fault identi�cation algorithms run at relays R12, R21, and
R23 and stop when their maximum measurement window
is reached. As the latter depends on the total length of
the monitored line, the algorithm at relay R31, monitor-
ing line L13 of length d13 = 200 km runs twice as long as
the algorithm at relay R21, monitoring line L12 of length
d12 = 100 km. This illustrates that the method is able to
identify internal faults using very few measurements while
rejecting faults occurring on neighboring lines. Further-
more, the method is inherently directional because the
direction of the current is embedded in the parametric
model, see Figure 11. Faults occurring behind the relay
are not confused with faults occurring on the protected
line. This also justi�es the insensitivity of the algorithm
to bus-bar faults.

In case 2, a fault occurs at tf = 0, at a distance d∗f =
140 km from station 3 (remote fault) on line L13 with an
impedance of R∗f,2 = 40 Ω. In that case, the estimation al-
gorithm at relay R31 requires observations of current and
voltage during a time interval of 126µs after the detec-
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Figure 13: Case 2: fault at d∗
f

= 140 km from station 3 (remote fault)
with an impedance of R∗

f
= 40 Ω: evolution of the contour plot of

the cost function and estimated parameters at iterations 4, 7, 9, and
11.
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Figure 14: Case 2: Simulated current and voltage measurements
compared to the combined model outputs for d̂f = 97 km and R̂f =
60 Ω, when a single wave is observed.

tion of the fault. The evolution of the contour plot of the
cost function to be minimized at each iteration as well as
the trajectory and the 95% con�dence ellipse of the esti-
mate of the fault parameters are displayed in Figure 13.
The evolution with time during the measurement window
of the EMT-simulated measured voltage and current as
well as those obtained using the combined model with the
estimated parameters are displayed in Figure 14. Com-
pared to case 1, the estimated parameters d̂f = 98 km and
R̂f = 52 Ω are farther from the true parameters. This is
partly due to the reduced precision of soil resistivity mod-
eling when the fault distance is larger. As for case 1, a
longer measurement window reduces the estimation error.
For instance, a measurement window of 416µs leads to
estimated parameters d̂f = 120 km and R̂f = 32 Ω.

The accuracy of the estimated fault parameters can be
improved by considering longer observation windows. This
is further evidenced for the fault cases 1 and 2 in Figure 15.
The estimated fault distances and resistances are plotted
as functions of the length of the observation window along
with the actual fault parameters. The evolution of the
area of the con�dence region is also provided to emphasize
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Figure 15: Evolution of the estimated parameters with the length of
the observation window for fault case 1 (left) and 2 (right)

the measurement window required to identify the fault and
take the tripping decision. The accuracy of the estimated
parameters improves with the length of the observation
windows while still considering relatively few measurement
data. In particular, the arrival of an additional traveling
wave brings decisive information on the fault distance, as
can be seen around t = 0.2ms for the fault case 1.

7.4. Extensive simulations

More extensive simulations are now performed to an-
alyze the behavior of the algorithm over a wider range of
fault characteristics. We simulated di�erent single fault
scenarios with parameters (Rf, df) a�ecting the line be-
tween stations 1 and 3, with Rf ∈ {0, 10, 20, 40, 80, 140}Ω
and df ∈ {2, 4, 6, 8, 10, 20, 30, 50, 80} km. The fault dis-
tance df is taken with respect to station 3. For all of the
54 values of the parameter vector, a fault is always de-
tected by the 6 relays of the grid which trigger the identi-
�cation algorithms at di�erent time instants. The results
at relays R31 and R13 allow to evaluate the e�ciency of
the proposed algorithm to identify all kind of faults oc-
curring on the protected link, especially its dependability.
The outcomes at the 4 other relays are used to verify the
selectivity of the algorithm, i.e., its capability of rejecting
the hypothesis that a fault occurred on their respective
monitored line.

In Figure 16, the green area corresponds to faults iden-
ti�ed by the proposed algorithms run at relays R31 (left)



and R13 (right) in line L13 with parameters estimated with

a relative error below 50% of d∗f , i.e.,
∣∣∣d̂f − d∗f ∣∣∣ < 0.5d∗f ;

the orange area corresponds to faults identi�ed in line L13

with a larger relative estimation error; the red area in-
dicates faults that were not identi�ed in line L13. This
dependability analysis shows that the algorithm success-
fully identi�es faults on the line in almost all studied cases
(100% for R31, 83% for R13). Only faults occurring very
close to the remote station with a rather high impedance
are not properly identi�ed.
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Figure 16: Results at relays R31 (left) and R13 (right): The green
area corresponds to faults identi�ed in line L13 with parameters esti-

mated with a relative error below 50% of d∗
f
, i.e.,

∣∣∣d̂f − d∗
f

∣∣∣ < 0.5d∗
f
;

the orange area corresponds to faults identi�ed in line L13 with a
larger relative estimation error; the red area indicates faults that were
not identi�ed in line L13. Case 1, where R∗

f
= 20 Ω and d∗

f
= 30 km,

is indicated by a cross.

The duration of the measurement window required for
the identi�cation of all fault cases at relay R31 and R13

is showed in Figure 17. For all faults actually identi�ed
in line L13, a measurement window of less than 200µs is
required. This con�rms that the proposed algorithm is
compatible with an ultra-fast fault clearing strategy.

The relative precision of the estimated distance for the
di�erent fault cases is summarized and compared with sev-
eral state-of-the-art methods in the Table 6. The distance
error is de�ned as a percentage of the total length of the

line, ed =
(
d̂f − d∗f

)
/d. Though the precision of the pro-

posed approach is lower, it is able to take the decision to
trip the line using a measurement window 20 times smaller

Figure 17: Duration of the observation window required for fault
identi�cation at relays R31 and R13.

Figure 18: Relative error of the estimated fault distance at relays
R31 and R13 for the extensive simulation fault cases.
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Figure 19: Results at relay R23: The green area indicates faults
that were correctly identi�ed as external; The red area corresponds
to faults that were incorrectly identi�ed in the protected line L23;
Distance corresponds to the total distance between the fault and
relay R23; Case 1 with R∗

f
= 20 Ω, d∗

f
= 180 km is indicated by a

cross.

than the other methods. This makes it suitable as a pri-
mary fault identi�cation algorithm for selective protection
strategies. For the proposed approach the distribution of
the error for the di�erent fault cases is detailed in Fig-
ure 18. The relative error is less than 5% of the total line
length for more 40 cases which represents about half of the
fault cases identi�ed on line L13.

The selectivity analysis is presented for the relay R23 in
Figure 19. Selectivity at the three other relays is ensured
in all fault cases, due to the direction of the current wave
which travels backwards. This is not the case for relay R23

and selectivity may be a challenge in some cases. This can
be observed in Figure 12 where the area of the con�dence
ellipse evaluated at R23 goes much closer to the threshold
compared to that evaluated at relays R21, R12, or R32.
The green area corresponds to faults that were correctly
identi�ed as outside the monitored line L23. The red area
corresponds to faults that were incorrectly identi�ed in
line L23. Distances represent the total distance between
the faults and relay R23. The algorithm is selective for a
wide range of fault cases. Few selectivity failures can be
noticed for faults occurring very close to the relay R31 and
having a low impedance. In such cases, the estimation
algorithm wrongly identi�es the fault in line L23 with a
large fault distance and resistance.

In summary, the simulations show that the proposed
approach has a satisfying behavior over a wide range of



Table 6: Comparison between the proposed scheme and other presented schemes.

Reference Data window (ms) Average error (%) Tripping decision

[22] 13 0.02 No
[40] 10 0.3 No
[41] 10 0.4 Yes
[27] 5.3 2.3 Yes

Proposed algorithm 0.1 15 Yes
Proposed algorithm 0.3 12 Yes

fault cases a�ecting line L13. Additional tests indicate
similar behavior of the algorithm for faults occurring on
the other lines. One possibility to handle dependability
failures for remote faults is to use inter-tripping [42], since
the remote relay (here R13) will perform an ultra-fast fault
identi�cation.

8. Conclusion and future work

This paper proposes a novel single-ended algorithm for
fault identi�cation for meshed HVDC grids. Once a fault
is suspected in a monitored line, the algorithm estimates
the parameters of this fault using a combined physical and
behavioral model to represent the fault propagation and
to account for ground e�ects and various losses. A validity
and an accuracy tests are then used to determine whether
the monitored line is actually a�ected by a fault.

Taking full bene�t of the information contained in the
�rst waves after fault occurrence, identi�cation of the fault
can be performed observing the voltage and current at a
relay during less than 200µs. Contrary to existing single
ended algorithm, DC reactors are not required to achieve
selectivity. Extensive simulations with EMTP software
showed that the method is applicable on a wide range of
fault cases regarding fault distance and resistance.

Several future directions may be considered. The model
has to be improved for faults lying close to a line end, since
many re�ections will be observed in such case. A possi-
ble solution to increase robustness regarding both selec-
tivity and dependability is to run within the same relay
several estimation algorithms with di�erent initializations
and to rely on a voting system among the provided esti-
mates. Finally, an extension of the proposed algorithm to
the multi-conductor case is still challenging.
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Appendix A. Loss-less line approximation

For the physical part of the model in Section 4.1, the
lines have been considered as lossless and with constant
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Figure A.20: Bode diagrams of the propagation constant γ (left) and
of the characteristic impedance Zc (right), lossless and lossy models
with frequency dependent or constant line parameters.

distributed parameters. The relevance of those approxima-
tions is illustrated here considering the line characteristics
in Tables 2 and 4.

Figure A.20 represents the evolution of the characteris-
tic impedance Zc =

√
Z/Y and the propagation constant

γ =
√
Y Z as a function of the frequency. We compared

the general lossy case with frequency dependent (FD) line
parameters, the lossy case with constant (frequency in-
dependent) line parameters (CP), and the proposed loss-
less approximation using constant parameters. Since the
transient behavior has frequency content above 1 kHz, the
lossless approximation is close to the general lossy case.

Appendix B. Non-blocking MMC stations

In Section 4.1.1 RLC equivalents have been considered
to model the MMC stations, assuming the power electronic
components within the stations are not blocked during the
very �rst instants after the fault occurrence. To study
the validity of this assumption, consider a single line con-
necting stations q and q′ a�ected by a fault very close
to station q. The rise of current at station q due to the
multiple re�ections between the station and the fault can
be upper bounded by the rise of current in a worst case



scenario, where the fault is an ideal short-circuit and the
station is an ideal voltage source. In that case each trav-
eling wave reaching the station q will increase the current
�owing through the MMC by a step of magnitude 2 vbfZc .
Considering that the prior fault voltage is close to the
nominal DC voltage VDC, this step can be converted in
per unit using the nominal DC power PDC as,

2
V 2
DC

ZcPDC
.

Thus, the per unit value of the current �owing through the
MMC after 2 traveling waves is

1 + 4
V 2
DC

ZcPDC
,

again considering a worst case where the prior fault cur-
rent in the line is 1p.u. For the parameters considered in
Section 7.1 the current reaches 1.94p.u. The auto-blocking
of the IGBTs within the MMC is generally considered to
be active when the current reaches 2p.u. Hence, consider-
ing that the previous derivations are rather conservative,
it is reasonable to model the 2 �rst waves assuming the
MMC are not blocked.

������
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