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Robust Satisfaction of Nonlinear Requirements in Control Problems

Maxime Pouilly-Cathelain', Philippe Feyel?, Gilles Duc® and Guillaume Sandou®

Abstract— Industrial framework needs methods to take into
account complex and non-differentiable requirements given by
customers directly in control design for disturbed systems.
The aim of this paper is to take into account any evaluable
requirements in the design of control laws for systems subject
to additive disturbances. To achieve this goal, Barrier Model
Predictive Control and invariant set theory are used. It allows
considering state and input constraints and also to improve
robustness with regard to disturbances.

[. INTRODUCTION

In numerous control problems, considering both hard
constraints and requirements on state and input is of great
interest, especially in an industrial context where requirements
are given by the customers. Two kinds of constraints have
to be considered: those that are essential for the system
to operate and those that ensure satisfactory performances,
respectively named hard constraints and requirements in this
paper. Moreover, the system is often subject to additive
disturbances and measurements errors. Finally as the number
of sensors is restricted, the whole state cannot be measured,
and an observer must therefore be used.

Model Predictive Control (MPC) is generally the preferred
method to take into account constraints because they are
considered online, [1]. As a reminder, a sequence of future
control inputs is determined at each sampling instant by
online optimization over a finite horizon, while only the first
one is actually applied to the system. Constraints are directly
considered by the optimizer along the prediction horizon. In
order to take into account disturbances, robust MPC has been
proposed in [2] and [3]. Usually, robust MPC is based on
tubes of robust positive invariant sets ([4], [S]) centered in
the system’s nominal trajectory. With this method, system’s
state is guaranteed to remain inside the tube, close to the
nominal desired trajectory regardless of disturbances.

In this paper, it is admitted that hard constraints are satisfied
thanks to a high level supervisor that generates admissible
trajectories, thus only requirements will be considered in the
MPC. To do so, different methods have been proposed. The
first one is to formulate them as hard constraints [1], but this
solution is quite restrictive as the system could operate even
if requirements would temporarily be unsatisfied. A different
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method based on barrier functions has been proposed in
[6]: it permits to give the system the opportunity to violate
requirements.

Barrier MPC stability and practical implementation have
been studied in [7] and [8]. Recently, [9] proposed a barrier
MPC that improves robustness with respect to unstructured
model uncertainty. Nevertheless, to the best of our knowledge,
there is no literature about the use of barrier function in a
MPC that is robust with respect to additive disturbances.

This paper provides a method to achieve robust satisfaction
of nonlinear requirements for linear systems subject to
additive disturbances by using tube-based MPC with barrier
functions. To do so, properties of barrier functions are
presented in section II, a new formulation of the cost function
is proposed in section III while section IV provides a
proof of stability in the nominal case. Robust satisfaction of
requirements is studied in section V. Finally, section VI gives
an example where the use of an Unmanned Aerial Vehicle
(UAV) for reading QR codes in a storage space with hard
constraints to avoid collision and requirements to remain at
the right distance of the QR code are considered. Conclusions
and future works are given in section VII.

Notation. In the following, R and N are respectively the
set of the real numbers and the set of positive integers. N* =
N\{0}. U denotes the input constraint set. If A is a matrix,
p (A) denotes its spectral radius. The norm ||x||%) =xTQx with
Q a strictly positive definite matrix is considered. ||x||o =
max |x;| denotes the infinity norm. The Minkowski sum of

l

two sets A and B is the set A@B = {a+ bla € A,b e B}. The
Pontryagin difference of two sets A and B is the set A©
B={acAla+be A VbeB}. d(x,A) =inf{|[x—al|,ac A}
denotes the distance between vector x and set A.

II. REQUIREMENTS CONSIDERATION

Invariant sets are of great interest for stability of MPC.
Some important definitions used in the sequel are recalled
below.

Definition 1 (Admissible set, [4]): A set is an admissible
set if for all elements of this set, it is possible to find an input
sequence that enforces the system to reach the origin, which
is the target point, without violating any hard constraint.

Definition 2 (Control Positive Invariant (CPI) set, [4]):

A set S is said to be a Control Positive Invariant set for the
system xx41 = Axy + Bug and the feedback law u; = Kxy if
Vxr €S, (A+BK)x; €S.
With these two definitions, assumption 1 is done. This
assumption is satisfied thanks to a high-level supervisor. As
a consequence, hard constraints are not considered in this
paper except for the input hard constraint u € U.



Assumption 1: The state of the system always remains in
an admissible set that is CPIL. This set is denoted by X.

In an ideal case, we would like to consider requirements
on an infinite prediction horizon. Since it is not realistic,
requirements will be considered only on predicted states and
inputs, as it is usually done in MPC when constraints are
introduced.

In order to prove stability, requirements have to be classified
before using them as barrier functions and the set where all
requirements are considered should be determined. As a
first step, no disturbances are considered. They will be later
introduced in section V.

A. REQUIREMENT CLASSIFICATION

In this paper, only inequality requirements r defined by (1)
are considered because equality requirements can be converted
into two inequalities using (2). In (1) and (2), 2" denotes a
set of any predicted states and % a set of any elements of
the input sequence.

P2, U) <0 )
2,U) <0
r(Z,%)=0~ { AN @

The N, requirements can be classified into two categories:

1) Requirements that are applied to each predicted state
independently. N;* denotes the number of requirements
that belong to this category.

2) Requirements that are applied to a set of predicted
states. The number of requirements that belong to this
category is N, — N,

B. DEFINITION OF THE REQUIREMENT ADMISSIBLE
SET

The maximal requirement admissible set is introduced by
definition 3.

Definition 3 (Maximal Requirement Admissible set):

A set M is said to be Maximal Requirement Admissible
(MRA) if all sets A where the requirements are satisfied are
such that: A € M.

The construction of a MRA set M is now described. If
for each requirement r € [1;N,], the corresponding MRA set
is X, M is defined by (3). X, can be determined exactly if
the requirement is simple but, in some cases, conservative
approximations have to be used.

Ny
M=(X, 3)
r=1

Assumption 2: All requirements are satisfied at the origin:
Vre [1;N:],0 € X,.

In order to prove stability, the MRA set M needs to be
CPI. For this purpose, a set Mcpy € M will be considered as
a CPI approximation of M. A convex CPI approximation can
be defined, taking into account the constraint: Vk e N, uy € U,
by using algorithm defined in [10].

Definition 4 is also needed for the sequel.

Definition 4 (m-backward reachable set, [11]): For all
m € N*, the m-backward reachable set Pre(S,m), also
named m-preimage set, is defined as the set from where it is
possible to reach S in m steps.

The maximal backward reachable set included in a given
set can be defined using the algorithm presented in [12].

In the following, it is admitted that Mcp; is known.

C. BARRIER FUNCTION DEFINITION

In order to prove stability, for barrier function definition,
we only consider requirements that belong to the first category
presented in II-A which are requirements independently
applied to each predicted state. The barrier /, corresponding to
requirement 7 and its properties are defined by (4). In (4), ¥y, is
the predicted state for time index & € [0; N] with N denoting
the prediction horizon and u = [uy,...,ux—1] is the input
sequence determined by the MPC optimizer. Consequently,
the global barrier function [, can be defined by (5). One can
remark that properties defined for I, still hold for /.

lr(fk,ll) =0
I (Xg,u) =0

if feX,

¥(u,k) € UY x [0; VT, { it gex, @

N
V(u,k) e UN x [0:N],  Ip(®w) = > L(Fu)  (5)
r=1

Since [, is a barrier function that may be applied to all
predicted states X = [Xo,...,Xy], the notation I, (X,u) will be
used in the sequel.

IITI. COST FUNCTION DEFINITION

As it is often the case in MPC, the design of the cost
function has to be done in order to ensure stability, [13]. In
classical MPC formulation where the cost function is used as
a Lyapunov function, the cost function is needed to decrease
from one sampling instant to the next one. Because this paper
deals with nonlinear requirements, it cannot be ensured that
the barrier function decreases in X\M¢p; from one sampling
instant to the next one. Nevertheless, it will be shown in
section IV that thanks to the CPI property of Mcpy, it exists a
sequence of inputs that permits, when %y € Pre (Mcp;,N), the
decrease of a cost function which includes barrier functions.
As a consequence, the proposed method aims to enforce the
system to reach Pre (Mcp;,N) and then applies a barrier MPC.
The method is thus based on two cases which correspond to
the two following cost functions:

1) If the current state x = Xy is not in Mp; thus the

considered cost function J; is defined by (6). This cost
function corresponds to a terminal constraint.

Ji(X,u) = d(%y,Mcpr) (6)

2) If the current state x = %y is in Pre(Mcp;,N), the
considered cost function J, is defined by (7) where
I denotes the MPC nominal cost: I(X,u;) = H)Ek||z) +
||ug||% and Iy a terminal cost.
N—1
Da(Rw) = 71 w) + In (i) + I (Xu)  (7)
k=0



We want to consider one single optimization problem thus a
cost function J that takes into account both cases is presented
in (8).

Jl()'(,u) iff0¢Pr€(Mcp1,N)
— 1/12()_(,11) iff() € Pre (MCPIaN) and Jz(?_(,
—0 if o € Pre (Mcp;,N) and Jo(X,

J(X,u) = u) #0
u)=0
(®)
Remark 1: From an implementation point of view, the
problem is solved by using a gradient-free optimization
algorithm. By using this kind of algorithm there is no need
of reformulation or linearisation of requirements because
non-differentiable barrier functions can be tackled and hard
constraint u € U is considered as the search space.

Remark 2: It is not necessary to explicitly define
Pre(Mcp;,N) because conditions %y ¢ Pre(Mcp;,N) and
Xo € Pre(Mcp,N) are respectively equivalent to Xy ¢ Mcp,
and Xy € Mcp;. Moreover, Mcp; has already been defined
(section II).

IV. PROOF OF STABILITY IN THE NOMINAL CASE
In this section, a proof of stability for the proposed MPC

using the cost function presented in section III is provided.

To begin with, it will be shown that the system will reach
Pre (Mcpr,N). Then a proof based on a Lyapunov function
will be given when Xy € Pre (Mcpy,N). Assumption 3 is done
for clarity of the proof but in practice this assumption can
be relaxed as it will be discussed in sections IV-C and V.

Assumption 3: The optimization algorithm always finds
the global minimum.

A. CONVERGENCE FOR x; = %o ¢ Pre(Mcps,N)

The cost function has been formulated in order to firstly
determine a trajectory such that d(Xy,Mcp;) = 0, but in the
case where xg = Xy ¢ Pre (Mcpy,N) such a trajectory does not
exist. In practice, it corresponds to a positive cost at the end
of the optimization. In this case, a LQ control law is applied
to the system to ensure that the system’s state converges to
Pre (Mcpy,N).

Remark 3: The idea that consists of applying the input
sequence determined by the MPC algorithm that decreases the
distance from Mp; is not sufficient to ensure convergence
thus, it is not a viable solution.

B. CONVERGENCE FOR x; = % € Pre (Mcpy,N)

As it is usually done in MPC, a Lyapunov function based
on the cost function will be used in this section. The following
function V will be considered, taking into account that
Xo € Pre (Mcp[,N>I

—1
V(X,u) = e = Jr(X,u)
©)

Because [ and Iy are positive functions, V is a positive
function. Moreover, V(0,0) =

The T notation denotes quantities at the next sampling
instant, for instance the next input sequence is denoted by
u™. Similarly to the warm start method presented in [14], it
can be chosen: ut = [uy,...,uy_1,u™] where u™ € U such

V(x,u) € (Pre (Mcpr,N)N 1 < UV,

that )E;Q € Mcp;. The existence of such u™ is directly derived
from the property of positive invariance of Mcp;.
The difference V(X*,u™) —V(X,u) has to be evaluated.
V(X+vu+) - V()_(,ll)
N—1
= L& uh) + In(Ey) + (X uf)
k=0
N—1
X )+ i) + (x|

k=0
N—1

= 3 [ )~ 15w

+ lN(xN) — lN(xN)
+ lb(i+au+) - lb(iau)

As a reminder from section II-C, only barrier functions
derived from requirements applied independently to each
predicted state are taken into account. Because no disturbances
are considered, X* = [¥,...,%y, %y | thus [,(x*,ut) —
Ip(%,u) can be simplified by looking only at the influence
of the first component: ¥y, and the last one: xN In order to
make it appears explicitly, the notation I, (X*,u™) —/,(X,u) =
lb(i;\,",qu) —Ip(X%p,u) is used in the following. Equation (10)
is therefore simplified as:

(10)

VEtut) -V(xu) = (% ,uy_,)—1(%o,uo)
+In(Ty) — In(Tn) (11)
+ Iy (5 ,ut) = Iy (%o, u)
By definition of Mcp;, %y € Mcpr = Ip(%y,u™) = 0 thus
finally:
V(Et,ut)-V(Xu) = l(x;_l,u;_l) — (%o, uo)
+ In(E) — Iv (%) (12)
- lb('io’u)
I, is a positive function then:
V(Et,ut) -V (X,u) (13)
< lN()f;) — lN()?N) +l()f]-\",_71 ,u}'\,l]) 71()?0,140)

The right part of inequality (13) corresponds to the classical
equation that is found in the proof of stability of the original
Model Predictive Control. According to [14], if we choose
for instance Iy (%y) = % Pxy where P is the positive definite
solution of the Ricatti equation:

P=Q+ATPA—ATPB(B"PB+R)'B"PA, (14)
it has been proven that:

INGEY) — In () +L(EY gy ) —1(Fo,u0) <O (15)
From (13), we finally have V(X" ,u™) —V(x,u) < 0. As

a conclusion, V is a positive decreasing function with
V(0,0) =0 thus it is a Lyapunov function and Lyapunov
stability is proven for x; € Pre (Mlpy,N).

C. STABILITY IN CASE OF SUBOPTIMAL SOLUTION

Stabilizing conditions for MPC usually rely on assump-
tion 3. Nevertheless, this assumption is generally impossible
to satisfy in a practical use, especially in this paper where the
cost function is possibly non-convex and non-differentiable



and where a gradient-free optimization algorithm is used.
Some works have been done in order to prove stability of MPC
in case of suboptimal solution given by the optimizer, [15],
[16]. Proposed solutions are essentially based on the warm-
start method that consists of using a well-chosen initial guess
obtained by the optimization result at the previous sampling
instant. Cited papers propose methods to relax assumption 3
and prove stability in case of suboptimal solution. The goal
of this paper is not to demonstrate the practical use of the
method but the ability of the method to robustly satisfy
requirements thus this section only gives an overview of how
the suboptimal method could be implemented in practice, but
does not provide all details.

For the first case: x; = %o ¢ Pre (Mcp;,N) (section IV-A),
it is still possible to apply a linear feedback law. This law
ensures that the state converges to Pre (Mcpy,N).

For the second case: x; = %y € Pre (Mcpy,N) (section IV-
B), method proposed by [15] can be extended to the barrier
function proposed in this paper to relax assumption 3. The cost
function J5 is modified as: J»(%,u) = SN0 (%, ue) + I (X, u)
and the stability is guaranteed using the terminal constraint:
Xn =0, [1]. Because {0} < M implies that the N-backward
reachable set of {0} is included or equal to Pre(Mcp;,N),
then we have to consider prediction horizon of length M > N
in order to be able to find a solution such that: Xy = O.
Following algorithm of [15], this recursive method is used:

o Choose pe (0,1]

o Attime k =0, find a control sequence w = [ug, ..., upy—1]

such that iy = 0.
o For time k > 0, find a control sequence u"
such that %y = 0 and J(X",ut) < J(X,u) —
[l (Xe—1,ux—1) + Ip(Xx—1,ur—1)]. The optimization algo-
rithm should be initialized with ¥ = [uy,...,up_1,0].
The optimization problem becomes easier by choosing a
value of u close to 0. As the author of [15] says, in some
cases this algorithm may fail to find a solution that respects
J (X ut) < J(Xu) = pfl(F—1,uk—1) + p(Xx—1,uk—1)]. In
this case there is no guarantee of stability.

V. ROBUST SATISFACTION OF REQUIREMENTS
USING TUBE-BASED MPC

In this section, the MPC with the cost function proposed
above is extended to output tube-based MPC. The system
considered is subject to additive disturbances as shown in (16).

Axy + Buy +wy

Xe+1 =
Y = Cxy + v

where, for all ke N, x; e XS R", y, e U< R?, y, € R",
wre W and vy e V. W and V are two compact sets with 0
in their interior. Assumption 4 is done. As said before, the
whole state cannot be measured thus an observer has to be
designed in order to initialize the prediction. This observer is
a discrete-time Luenberger observer defined by (17) where
L c Rl’lxrﬂ'

fhy1 =
Ve =

(16)

AXy 4 Buyg 4+ L(ye — i)

Ciy a7

Assumption 4: A is non-singular, (A,B) is controllable
and (A,C) is observable.

The tube-based MPC strategy presented in [2] consists of
applying the MPC method on a nominal predictor defined
by (18) that gives the nominal input sequence . The nominal
input 1 is summed with a feedback law according to (19)
where K e RP*",

Xp4+1 Axy + Bii
Vke [O;N —1], _ _ 18
[ H { Ve = Cx (%)
u = ifg + Kep  where e, = £ — Xy (19)

(19) guarantees that the system’s state remains in a tube
centered on the nominal trajectory. In order to define this
tube we introduce the estimation error: X, = x; — X and define
Robust Positive Invariant set (definition 5).

Definition 5 (Robustly Positive Invariant (RPI) set, [11]):
For the autonomous discrete time system x| = Axy + wy,
a set S is said to be Robustly Positive Invariant if for all
xx €S and wy € W, xi41 € S. This condition is equivalent to
AS®W cS.

er and X respectively follow the difference equations (20)
and (21).

err1 = (A+BK)e, +8; where &, = LC% +Lv, (20)

Xrr1 = (A—LO)% + Sk where Sk = wy — Ly 21

According to [5], if p(A+BK) <1 and p(A—LC) <1
then RPI sets S and S exist and are finite time computable
respectively for (20) and (21). Thanks to assumption 4, it
is possible to find K and L such that p(A + BK) < 1 and
p(A—LC) < 1. For instance, K and L can be determined by
using LQG design or pole placement method.

It has been proven in [2], that if X = xx — X € S,
ex = %, — % €S and the control law is given by (19) then,
using the fact that the system’s state follows x =X+ X +e,
for all i e N and all admissible disturbance wy; € W and
Viri €V, Xy € {Frpi ) ®S € {F44:} @S ®S. Finally, the state
xy, follows:

xe{f®Sc{H}®S where S=S@S (22)

Because the input follows (19), a tighter constraint has to
be applied to the nominal input i to ensure that: u € U. This
tighter constraint is defined by (23). In order to ensure that
requirements are also robustly satisfied, the set M defined
by (3) has to be restricted to M~ = MOS. Mp; € Mcpy
denotes the CPI set included in M™ by considering U rather
than U.

€U where U=UoKS (23)

Tighter requirements also have to be considered for barrier
function definition. For each requirement r, the set X,
considered in (4) must be replaced by X, SS.

Remark 4: As a reminder from [2], robust control by using
tube-based MPC can only be achieved if W and V are
sufficiently small because the set S becomes larger when
W or V grow.



Remark 5: The suboptimal MPC method briefly intro-
duced in section IV-C is not necessary when tube-based
MPC is used because small optimization error could be seen
as disturbances. For instance if the optimal input is u;® but the
algorithm finds u}* + uf, then x4 = Axi+B (uf + uf) and by
choosing wy, = Bug, the equation corresponds to the one used
in tube-based MPC framework (16). The only assumption is
that u¢ is bounded. Thanks to the warm start method, this is
in practice often true.

VI. APPLICATION

As said in the introduction, this methodology could be
applied to UAVs used to read QR codes in a storage space.
Because only altitude control is considered in this application,
the system is simply modelled by (24) where all values
have been normalized. Position and velocity are respectively
denoted by z and v* thus in (24), x; = [zk,vi]T. The system
is subject to uniform additive disturbances w; e W and v, €
V where W = {we R?,||w||os <0.1} and V = {ve R, |v| <
0.05}. w and v model external disturbances such as airstreams,
measurement errors and suboptimality of the optimizer (see

remark 5).
1 1 1
0 1 Xi + 1 U + Wi

Vi = [1 O]xk—l—vk

Hard constraints such as collision avoidance are considered
to be satisfied thanks to a high-level supervisor. The only
exception is the input constraint: u € U = {u € R, |u| < 3} that
is used as the search space of the optimization algorithm that
will be differential evolution, [17]. Nevertheless, in order to
be able to read the QR code, the following requirements have
to be considered regardless of the disturbances:

Xk+1
(24)

o The UAV must stay with an absolute position less than 6
(normalized unit). The target point corresponds to z = 0.

o« The UAV speed must have a variance less than 12
(normalized unit) in order to avoid blurred picture.

The first requirement leads exactly to the set X, = {[z,1*]T e
R?,|z| < 6} and for the second requirement the conservative
set X,z = {[z,°]T € R?, )*| < 6} could be considered. Remind
that only the first requirement acts for the definition of
a barrier function whereas both requirements are used to
define the requirement admissible set Ml = X; n X, = {x €

R?,||x||sc < 6} which is not maximal requirement admissible.

Only the position can be measured thus a Luenberger
observer (17) tuned by pole placement is used with the gain
L= [1.3 O.42]T. The gain K, of the feedback law defined
in (19), is tuned using linear quadratic method, the solution
is K=[—0.61 —0.99]. One can check that p(A +BK) < 1
and p(A-LC) < 1.

The method presented above is now applied to the system.

First of all, after defining S, S and S using the method
presented in [5], the set M~ is defined. The maximal positive
invariant set M-p, € M™ is computed using algorithm
presented in [10]. Figures 1 and 2 represent all these
sets. Figures 1 also presents Pre (MEPI,N), the N-backward

reachable set included in M™. By using (23), the tighter
input constrained set defined for the MPC applied to the
nominal system is U = [—1.85;1.85]. The barrier function
corresponding to the absolute position error is tightened by
using S projections onto the z direction, denoted by p(S,z), in
order to use tighter requirement (see Fig. 2) on the nominal
system. The barrier function [, is defined by (25) where
lim, = 6 —max (p(S,z)) and o = 107 is a tuning parameter.

’(')_i 0 if
YT L alfn—tim|if

|Zk| < lim,

|Zk| > lim, (25)

Velocity v*

Position z

Fig. 1.

Sets where all requirements are satisfied

1 -
N = Projections
z
5 0
o
2
—1F
DL AR - | | | | |y
-1.5 -1 —0.5 0 0.5 1 1.5
Position z
Fig. 2. Sets S, S and S and S projections onto different directions

Figure 3 presents a trajectory of the system (24) using
a tube-based MPC without requirements. In comparison,
Fig. 4 presents a trajectory using the tube-based MPC
proposed in this paper that takes into account requirements
as barrier functions. The initial point has been chosen
in Pre(Mgp;,N)\Mcp,. It can be seen that the use of
barrier functions permits to find a trajectory that respects
requirements, which is not the case without barrier functions.
In order to be fairly compared, both simulations have been
done with the exact same sequence of disturbances. In order
to evaluate the influence of the disturbances, Fig. 5 shows
results of 75 runs from the same initial point. On the left
part, results are given using a tube-based approach without
requirements while the right part corresponds to the proposed
method. We can see that in every runs, the proposed barrier
tube-based MPC permits to respect requirements while in
some cases requirements are not satisfied without using barrier
functions. Of course, requirements are generally satisfied at
the expense of the input.



6| |mm-M
M
. [ Pre (MEPI,N)
= M,
= (7} S
2+ {3} 0S
b e (i} oS
z\ -
3 0
k=]
2
-2+
4|
—6
| | | | | | |
-6 -4 -2 0 2 4 6
Position z
Fig. 3. Example of trajectory with tube-based MPC not using barrier
functions
G| |m—=
M
. [ Pre (MEH,N)
I:IIMIEPI
. {7} OS
2w {5} 0S
= . (oS
= o
ERR
L o

e
41
_6
Il Il Il Il Il Il Il
-6 —4 -2 0 2 4 6
Position z

Fig. 4. Example of trajectory with tube-based MPC using barrier functions

VII. CONCLUSIONS AND FUTURE WORKS

A solution to robustly satisfy nonlinear requirements with
regard to additive disturbances and the corresponding proof
of stability have been proposed. This method is based on the
use of a particular cost function and a positive invariant set
where requirements are satisfied. Moreover this approach has
been successfully applied to an industrial context.

In future works, extension of this paper to nonlinear
systems will be studied. Another possibility could be the
use of barrier functions in a stochastic MPC that is generally
less conservative than the tube-based approach.
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