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Abstract

The solution of a case study problem of suspended payload sway damping by moving a pivot base in vertical direction is presented. Unlike for the classical problem of anti-sway control for moving the base in the horizontal direction, implemented e.g. in cranes, a direct solution by using control feedback theory for linear systems is not possible. Once the model is linearized, it becomes uncontrollable. Thus, a derivation of a nonlinear controller is needed to solve the task. In this context, two solutions are proposed. The first solution is based on imposing harmonic motion of the base with double frequency of the payload natural frequency. Synchronization of the base and the payload deflection angle is done either by proportional time-delay controller or by proportional-derivative delay free controller. Secondly, the Lyapunov’s second method is directly applied to derive a nonlinear controller. For both cases, balancing the dissipated energy, rules for determining equivalent damping are explicitly derived. After discussing and solving the corresponding implementation aspects, both simulation and experimental validations are performed. The experimental validation is performed on a simplified problem, where only horizontal motion is possible. The simulation based validation is performed on a nonlinear two dimensional model of a quadcopter carrying a suspended payload.

1 Introduction

Suspended payload sway damping task has particularly been associated with crane applications [1]. The pre-compensation of payload oscillation during horizontal maneuvers of the crane trolley can be effectively solved by input shaping, see, for instance, [2], [3], [4]. In particular among other contributions, in [5], input shaping is applied to payload sway compensation when carried by a helicopter. In input shaping, the trajectory of the base (trolley) is shaped by a time delay filter so that the payload does not sway as soon as the trolley reaches the target position. As the input shaping is a feed-forward technique, it is not effective when the payload sway is excited by external disturbances. This task can be solved by combined input shaping and feedback control [6], [7], or embedding the inverse shaper to the control feedback [8]. Direct feedback control methods to avoid payload sway during maneuvers have been proposed e.g. in [9] with real-time visual tracking, in [10] by nonlinear tracking control and in [11] by MPC constrained algorithm. A backstepping method was proposed in [12] to derive a robust controller for trajectory tracking for a quadcopter with suspended load. The more advanced control task with variable cable length has been addressed in [13] by sliding mode approach, in [14] by partial feedback linearization, and in [15], [16] by using appropriate Lyapunov-based methods. In these works, the cable length is adjusted simultaneously with the trolley position to obtain improved transient characteristics. A hybrid control design method was applied in [17] to perform lift maneuver for a quadcopter with a cable-suspended load.

In this work, a limit case at which the payload sway damping is achieved by vertical motion of the pivot base is addressed. Analogous tasks have been studied for pendulum-like applications, e.g. modeling of child or gymnast swing [18], [19]. In these applications, however, the base is considered fixed and pendulum motion control is performed by varying the pendulum effective length. An inverse problem of varying length pendulum to achieve periodic motion of the pendulum was studied in [20], [21]. The problem of pendulum damping by adjusting the cable length was studied by [22]. The corresponding method is based on a feed-forward control law generating periodic adjustment of the cable length. The experimental study of this concept was performed in [23] and [24]. It was shown theoretically and experimentally that, due to slight period variation of the physical pendulum, it is difficult to keep the synchronization of the cable length and the payload motion. This difficulty, which disqualifies the concept from the practical use, was removed in [25] where the
1.1 Problem motivation and formulation

Solving the pendulum sway damping by vertical motion of the pivot base is motivated by design of advanced control of an Unmanned Aerial Vehicles (UAVs) with a suspended payload. In [28] an algorithm was proposed to pre-compensate the payload oscillations by an input shaper in the horizontal motion of the quadcopter. However, it may happen that UAV gets into a situation, where the space for maneuvers is restricted, as shown in Fig. 1-Left, for example in narrow corridors, forest or moving in some uncertain environments. Then, the sway damping is possible either by adjusting the cable length or by vertical motion of the base. The former problem was thoroughly addressed as outlined above. The latter, which is more suitable for UAVs, is solved in this paper.

To develop a control concept for damping the UAV suspended payload sway by vertical motion, we simplify the set-up (as shown in Fig. 1-Left) into a model of a pendulum with vertically moving pivot base shown in Fig. 1-Mid. The vertically moving pivot has mass $m_1$ with attached mathematical pendulum of length $l$. There is a bob of mass $m_2$ at the end of pendulum. The angle between the pendulum and vertical axis of the inertial coordinate
system is denoted as $\varphi$. The control action is performed by the force $F$ that also keeps the system from free falling by pre-compensating the gravity force.

\[ \ddot{\varphi} + \frac{g}{l} \sin \varphi + \frac{\ddot{y}}{l} \sin \varphi = 0, \tag{1} \]

\[ (m_1 + m_2)\ddot{y} + b\dot{y} = F - (m_1 + m_2)g - m_2 l \left( \ddot{\varphi} \sin \varphi + \dot{\varphi}^2 \cos \varphi \right), \tag{2} \]

where $b$ represents the viscous damping coefficient.

At a first step, for derivation of the reference for pivot motion, we assume that the pivot is of zero mass, as shown in Fig. 1-Right. For the theoretical design, only the first equation (1) is considered with $\ddot{y}$ being the system control input and $\varphi$ the output. In the validation part of the paper, the problem shown in Fig. 1-Mid and described by (1)-(2) is addressed by simulations and experiments. Finally, the simulation based validation is performed for a quadcopter with the suspended load, according to Fig. 1-Left.

The paper is organized as follows. Section 2 addresses some preliminary results concerning the problem of oscillation damping by adjusting the cable length. The main results are presented in Section 3 and Section 4, where two classes of algorithms are proposed and studied for damping the pendulum sway by motion of the pivot base. Next, Section 5 then provides case study validation. The paper is concluded by some brief summary in Section 6. It is worth mentioning that the problem motivation and a part of the theoretical results were presented in a conference paper [29]. As these results are experimentally validated in the Case study section 5, we present them in Section 3 due to the consistency reasons.

## 2 Preliminaries - Pendulum oscillation damping by adjusting the cable length

The first method derived in the sequel is an adaptation of the method proposed in [22] for damping the pendulum bob oscillation by adjusting the cable length while considering fixed position of the pivot ($y = 0$). Neglecting the mass of the cable, friction in the pivot and the viscous friction corresponding to the pendulum motion, by balancing momentum, the governing model is given by the following nonlinear second-order equation

\[ \ddot{\varphi} + \frac{2l\dot{\varphi}}{l} + \frac{g}{l} \sin \varphi = 0, \tag{3} \]

where $\varphi, l$ denote the pendulum angle and the length of the cable, respectively. Stilling and Szyszkowski proposed in [22] to utilize the Coriolis force $F_c =$
2m\ddot{l}\dot{\phi} to damp the oscillation leading to a harmonic motion of the bob shown in Fig. 1 - Right and given by

\[ l = l_0 - \Delta l \sin(2\Omega t), \tag{4} \]

where \( l_0 \) is the nominal position, \( \Delta l \) is the amplitude of the cable length adjustment and \( \Omega = \sqrt{\frac{g}{l}} \) is the natural frequency of the linearized pendulum model. Coupling (3)-(4), they have also shown that, for small amplitudes of \( \phi \), the coupled system is of the dynamics corresponding to the damped second-order oscillator

\[ \ddot{\phi} + 2\zeta \Omega \dot{\phi} + \Omega^2 \phi = 0, \tag{5} \]

where \( \zeta \) is the damping with the value given in Lemma 1.

**Lemma 1** ([22]) The equivalent damping of the system (3)-(4) is given by

\[ \zeta = \frac{3\Delta l}{4l}. \tag{6} \]

The above rule (6) results from balancing the dissipated energy of the ideal oscillator (5) and the coupled system (3)-(4) over one oscillation period.

### 3 Damping pendulum oscillation by harmonic motion of the pivot

For damping the pendulum oscillation by a motion of the pivot, we adopt the approach proposed in [22]. The pivot motion is considered in the form

\[ y = y_0 + \Delta y \sin(2\Omega t), \tag{7} \]

where \( y_0 \) is the nominal position of the pivot and \( \Delta y \) is the oscillation amplitude. The damping effect is achieved due to momentum impact of the inertia force in the direction \( y \) when the bob trajectory shown in Fig. 1-Right imposed by (7) is followed. The control design objective is to select the value of \( \Delta y \) so that the pendulum angle of the coupled system (1) and (7) is damped equivalently to (5) with a predefined damping \( \zeta \).

**Lemma 2** The equivalent damping of the system (1) and (7) is given by

\[ \zeta = \frac{\Delta y}{l}. \tag{8} \]

**PROOF.** Under small angle assumption, the model (1) can be simplified to

\[ \ddot{\varphi} + \Omega^2 \varphi + \frac{1}{l} \ddot{y} \varphi = 0. \tag{9} \]
Then, after multiplying equation (9) by $\dot{\varphi}$ and considering

$$
\dot{\varphi} \ddot{\varphi} = \frac{d}{dt} \left( \frac{1}{2} \dot{\varphi}^2 \right)
$$

(10)

and

$$
\varphi \ddot{\varphi} = \frac{d}{dt} \left( \frac{1}{2} \dot{\varphi}^2 \right),
$$

(11)

we turn the equation (9) to the form

$$
\frac{d}{dt} \left( \frac{1}{2} \dot{\varphi}^2 \right) + \Omega^2 \frac{d}{dt} \left( \frac{1}{2} \dot{\varphi}^2 \right) + \frac{1}{l} \ddot{y} \frac{d}{dt} \left( \frac{1}{2} \varphi^2 \right) = 0.
$$

(12)

Integrating (12) over the oscillation period $t \in [0, T]$, $T = \frac{2\pi}{\Omega}$, we get

$$
\frac{1}{2} \dot{\varphi}^2(T) - \frac{1}{2} \dot{\varphi}^2(0) + \frac{1}{2} \Omega^2 \varphi^2(T) - \frac{1}{2} \Omega^2 \varphi^2(0) + \frac{1}{2l} \int_0^T \ddot{y} \frac{d}{dt} \left( \varphi^2 \right) dt = 0,
$$

(13)

leading to

$$
- \frac{1}{2l} \int_0^T \ddot{y} \frac{d}{dt} \left( \varphi^2 \right) dt = \frac{1}{2} \dot{\varphi}^2(T) + \frac{1}{2} \Omega^2 \varphi^2(T) - \frac{1}{2} \dot{\varphi}^2(0) - \frac{1}{2} \Omega^2 \varphi^2(0),
$$

(14)

representing the energy dissipation over the period $T$

$$
\Delta E = E(T) - E(0),
$$

(15)

where

$$
\Delta E = - \frac{1}{2l} \int_0^T \ddot{y} \frac{d}{dt} \left( \varphi^2 \right) dt = - \frac{1}{2l} \left[ \ddot{y} \varphi^2 \right]_0^T + \frac{1}{2l} \int_0^T \ddot{y} \varphi^2 dt.
$$

(16)

Considering small damping and assuming $\varphi(0) = 0$, the corresponding motion of the oscillator (5) can be approximated by

$$
\varphi \approx \varphi_0 \cos (\Omega t),
$$

(17)

where $\varphi_0 = \varphi(0) \neq 0$ is the initial pendulum angle. According to the proposed damping rule (7), we get

$$
\ddot{y} \approx -4\Delta y \Omega^2 \sin (2\Omega t),
$$

(18)

$$
\dddot{y} \approx -8\Delta y \Omega^3 \cos (2\Omega t).
$$

(19)

Substituting (18)-(19) into (16) and assuming (17) we obtain

$$
\Delta E = - \frac{1}{2l} \frac{8 \Omega^3 \Delta y \varphi_0^2}{\varphi^2} \int_0^T \cos (2\Omega t) \cos (\Omega t) dt = - \frac{1}{2l} \frac{8 \Omega^3 \Delta y \varphi_0^2}{\varphi^2} \frac{T}{4},
$$

(20)
which can be further simplified to the final equation for the energy dissipation over a single period

\[ \Delta E = -\frac{\Delta y}{l} 2\pi \Omega^2 \varphi_0^2. \]  

(21)

In [22], it was derived that the ratio between dissipated energy \( \Delta E \) over a single period and initial energy \( E(0) \) of the oscillator (5) is given by

\[ \frac{\Delta E}{E(0)} = -4\pi \zeta. \]  

(22)

Considering the initial conditions \( \varphi(0) = \varphi_0, \dot{\varphi}(0) = 0 \) and \( \ddot{\varphi}(0) = 0 \), the initial energy in (14) is given by

\[ E(0) = \frac{1}{2} \Omega^2 \varphi_0^2. \]  

(23)

Substituting (21) and (23) into (22), we get

\[ \frac{\Delta E}{E(0)} = -\frac{\Delta y}{l} 2\pi \Omega^2 \varphi_0^2 = -4\pi \frac{\Delta y}{l}. \]  

(24)

Comparing (22) and (24) we obtain (8), which concludes the proof. □

3.1 Control feedback solution

From the implementation point of view, the feedforward character of (7) cannot be used in practice. The main problem concerns the fact that the oscillation frequency is not constant for the nonlinear pendulum (1), but depends on the oscillation amplitude. Assuming \( \ddot{y} = 0 \), the oscillation frequency \( \Omega \) of (1) with the period given by

\[ T = 4\sqrt{\frac{g}{l}} \int_0^{\varphi_0} \frac{1}{\sqrt{\cos \varphi - \cos \varphi_0}} d\varphi, \]

is slightly lower compared to the design frequency \( \Omega \) of the ideal oscillator (5) with \( \zeta = 0 \) and period \( T = 2\pi \sqrt{\frac{g}{l}}, \) [30]. Besides, in real applications, the oscillation period can also be affected by external disturbances, e.g. by wind. Therefore, adopting the method proposed in [25], the algorithm (7) is turned to the feedback form as explained in the sequel.

Considering the damping \( \zeta \) is small, but nonzero, the response of the second-order oscillator (5) can be approximated by

\[ \varphi(t) \approx \varphi_0 e^{-\zeta \Omega t} \cos (\Omega t). \]  

(25)

From (25), the cosine function can be expressed by

\[ \cos (\Omega t) \approx \frac{e^{\zeta \Omega t}}{\varphi_0} \varphi(t). \]  

(26)
As a starting point, some standard trigonometric identities are applied

$$\sin (2\Omega t) = \cos \left(2 \left(\Omega t - \frac{\pi}{4}\right)\right) = \cos^2 \left(\Omega t - \frac{\pi}{4}\right) - \sin^2 \left(\Omega t - \frac{\pi}{4}\right)$$
$$= \cos^2 \left(\Omega t - \frac{\pi}{4}\right) - \cos^2 \left(\Omega t - \frac{\pi}{4} - \frac{\pi}{2}\right),$$

which can be extended to

$$\sin (2\Omega t) = \frac{\cos^2 \left(\Omega t - \frac{\pi}{4}\right) - \cos^2 \left(\Omega t - \frac{\pi}{4} - \frac{\pi}{2}\right)}{\cos^2 \left(\Omega t - \frac{\pi}{4}\right) + \cos^2 \left(\Omega t - \frac{\pi}{4} - \frac{\pi}{2}\right)},$$

Substituting (26) to (28), the feedforward rule (7) can be turned to the feedback rule

$$y(t) = y_0 + \Delta y \varphi^2 (t - \tau_2) - e^{-\xi \Omega t} \varphi^2 (t - \tau_2 - \tau_1) \frac{\varphi^2 (t - \tau_2) + e^{-\xi \Omega t} \varphi^2 (t - \tau_2 - \tau_1)}{\varphi^2 (t - \tau_2) + \varphi^2 (t - \tau_2 - \tau_1)},$$

where $$\tau_1 = \frac{\pi}{2\Omega}$$ and $$\tau_2 = \frac{\pi}{4\Omega}$$. Note that the extended form (28) is applied to cancel out the dependency on the initial angle $$\varphi_0$$ and the exponential term $$e^{-\xi \Omega t}$$.

By analogy, a delay free feedback solution can be obtained. Applying the trigonometric identities

$$\sin (2\Omega t) = \frac{2 \cos (\Omega t) \sin (\Omega t)}{\cos^2 (\Omega t) + \sin^2 (\Omega t)},$$

and differentiating (26), we obtain the approximation

$$\sin (\Omega t) \approx -e^{\xi \Omega t} \left(\zeta \varphi(t) + \frac{1}{\Omega} \dot{\varphi}(t)\right).$$

Substituting (26) and (31) into (30), the delay free feedback solution is given as

$$y(t) = y_0 - \Delta y \frac{2\varphi(t) \left(\zeta \varphi(t) + \frac{1}{\Omega} \dot{\varphi}(t)\right)}{\varphi^2(t) + \left(\zeta \varphi(t) + \frac{1}{\Omega} \dot{\varphi}(t)\right)^2}.$$

It is important to point out that for using delay-free rule, additional sensor that measures angular rate has to be considered. Alternatively a differentiation of the measured angle can be applied to approximate the derivative, however with the remark that it is an operation sensitive to measured noise.
4 Nonlinear control feedback design by Lyapunov approach

As an alternative to the above rules based on approximation of the harmonic signal, a nonlinear controller directly based on the Lyapunov method is designed in this section. In the first step, the system (1) is turned to the state space formulation

\[
\dot{x}_1 = x_2 \\
\dot{x}_2 = -\Omega^2 \sin x_1 - \frac{1}{l} \ddot{y} \sin x_1,
\]

(33)

where \( x_1 = \varphi \) and \( x_2 = \dot{\varphi} \) and \( \ddot{y} \) is considered as the control input. A stabilizing feedback is proposed in the following Lemma.

**Lemma 3** The nonlinear feedback control rule

\[
\ddot{y} = K \frac{x_1 x_2}{x_1^2 + \frac{1}{17} x_2^2},
\]

(34)

with a parameter \( K > 0 \) stabilizes locally the system (33) at the equilibrium point \( x_s = [0,0]^T \), assuming the given initial conditions \( x_1(0) \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \), \( x_2(0) = 0 \).

**PROOF.** In order to prove that the feedback rule (34) stabilizes the system (33) in the bounded neighbourhood of the equilibrium point \( x_s = [0,0]^T \), we apply Lyapunov’s second method. Define the Lyapunov candidate \( V : \mathbb{R}^2 \mapsto \mathbb{R}^+ \)

\[
V(x) = 2\Omega^2 (1 - \cos x_1) + x_2^2,
\]

(35)

satisfying \( V(x_s) = 0 \) and \( V(x) > 0 \) for \( x \neq 0 \) assuming \( x_1 \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \). Next, by differentiating (35), we obtain

\[
\dot{V}(x) = \frac{\partial V(x)}{\partial x_1} \dot{x}_1 + \frac{\partial V(x)}{\partial x_2} \dot{x}_2 = 2\Omega^2 \sin x_1 x_2 + 2x_2 \left(-\Omega^2 \sin x_1 - \frac{1}{l} \ddot{y} \sin x_1\right).
\]

(36)

Simplifying the expression and substituting (34) for \( \ddot{y} \),

\[
\dot{V}(x) = -\frac{2Kx_2^2}{l \left(x_1^2 + \frac{1}{17} x_2^2\right)} x_1 \sin x_1.
\]

(37)

As \( \dot{V} \leq 0 \) for \( K > 0 \) and \( x_1 \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \), the stability on the neighborhood of the given equilibrium point \( x_s \) follows from the Lyapunov’s second method [31]. Note that the equality \( \dot{V} = 0 \) takes place either when passing the point \( x_1 = 0 \) at which \( x_2 \neq 0 \) (indicating nonzero velocity), or at the turning points
when \( x_2 = 0 \). It is also easy to derive by the L’Hopital’s rule applied to (37) that \( \dot{V} = 0 \) when reaching the equilibrium point \([0, 0]^T\) at the limit case. The considered initial conditions \( x_1(0) \in \left[-\frac{\pi}{2}; \frac{\pi}{2}\right]; x_2(0) = 0 \) imply that system motion stays in the neighbourhood of the considered equilibrium point, which is necessary assumption of the stability proof.

**Remark 1** Let us note that when the load is cable-suspended, the assumption \( x_1 \in \left[-\frac{\pi}{2}; \frac{\pi}{2}\right] \) covers fully all the practically reasonable cases. For larger angular deflections, there would be a high risk of cable slacking leading to more complex motion not covered by (1).

**Remark 2** It is easy to see that also a simpler structure controller

\[
\ddot{y} = Kx_1x_2
\]

is stabilizable. The term \( x_1^2 + \frac{1}{l^2}x_2^2 \) is included to the denominator of (34) to scale the amplitude analogously to the time-delay controllers above. This allows achieving exponential stability, which is studied in the sequel.

**Lemma 4** The equivalent damping for system (1) with controller (34) is given by

\[
\zeta = \frac{K}{8l\Omega}.
\]  

**PROOF.** Consider the linear model (9) valid under small angle assumption. Applying the feedback rule (34), the closed loop system is given by

\[
\ddot{\varphi} + \Omega^2\varphi + \frac{1}{l}K\frac{\dot{\varphi}}{\varphi^2} + \frac{1}{l\Omega^2}\ddot{\varphi}\varphi^2 = 0.
\]

Under the oscillator response approximation (17) implying

\[
\dot{\varphi} \simeq -\varphi_0\Omega\sin(\Omega t),
\]

the equation (40) can be simplified to

\[
\ddot{\varphi} + \Omega^2\varphi + \frac{K}{l\varphi_0^2}\dot{\varphi}\varphi^2 = 0.
\]

Then, multiplying (42) by \( \dot{\varphi} \) and considering (10)-(11) the equation (42) is turned to

\[
\frac{d}{dt}\left(\frac{1}{2}\dot{\varphi}^2\right) + \Omega^2\frac{d}{dt}\left(\frac{1}{2}\varphi^2\right) + \frac{K}{l\varphi_0^2}\dot{\varphi}\varphi^2 = 0.
\]
Integrating (43) over the time period \( t \in [0, T] \), we obtain
\[
\frac{1}{2} \dot{\varphi}^2(T) - \frac{1}{2} \dot{\varphi}^2(0) + \frac{1}{2} \Omega^2 \varphi^2(T) - \frac{1}{2} \Omega^2 \varphi^2(0) + \frac{K}{l \varphi_0^2} \int_0^T \dot{\varphi}^2 \varphi^2 \, dt = 0, \tag{44}
\]
leading to
\[
-\frac{K}{l \varphi_0^2} \int_0^T \dot{\varphi}^2 \varphi^2 \, dt = \frac{1}{2} \dot{\varphi}^2(T) + \frac{1}{2} \Omega^2 \varphi^2(T) - \frac{1}{2} \dot{\varphi}^2(0) - \frac{1}{2} \Omega^2 \varphi^2(0). \tag{45}
\]
Considering (15), the dissipated energy over the oscillation period is given by
\[
\Delta E = -\frac{K}{l \varphi_0^2} \int_0^T \dot{\varphi}^2 \varphi^2 \, dt. \tag{46}
\]
Applying assumptions (17) and (41) on (46), we get
\[
\Delta E = -\frac{K}{l \varphi_0^2} \Omega^2 \varphi_0^2 \int_0^T \cos(\Omega t)^2 \sin(\Omega t)^2 \, dt = -\frac{K}{l} \Omega \varphi_0^2 \left( \frac{T}{8} - \frac{\sin(4\Omega T)}{32\Omega} \right) = -\frac{K}{l} \Omega \varphi_0^2 \frac{\pi}{4}. \tag{47}
\]
Considering again \( \varphi(0) = \varphi_0, \dot{\varphi}(0) = 0 \) and \( \ddot{\varphi}(0) = 0 \), implying (23), we obtain
\[
\frac{\Delta E}{E(0)} = -\frac{\pi}{2} \frac{K}{2l\Omega}. \tag{48}
\]
Comparing (48) and (22), the expression (39) is derived, which concludes the proof. □

Note that for arbitrary chosen \( \zeta \in (0, 1) \) the parameter \( K \) is always positive
\[
K = 8l \Omega \zeta, \tag{49}
\]
satisfying the constraint in Lemma 3.

Remark 3 Let us note that for both the classes of control feedback (29) (or (32)) and (34), considering the small angle assumption, the exponential stability is achieved. This is implied by the proofs of Lemma 2 and Lemma 4. The exponential stability is implied by the existence of equivalent damping independent of \( \varphi_0 \in [-\frac{\pi}{2}, \frac{\pi}{2}] \). Note that analogous result has not been achieved so far for the alternative option when the base is fixed and the damping is achieved by varying the cable length [27].
5 Case study analysis and validation

5.1 Sway damping of an isolated pendulum

In the first step, a simulation based validation of the above derived controllers is performed on the isolated pendulum model (1) according to Fig. 1 - Right, assuming $\ddot{y}$ is the control input. From the algorithms based on harmonic motion of the pivot, the delay free algorithm (32) is considered. Its simulation is easy to perform as the initial conditions are point-wise, whereas they are time distributed for the time delay rule (29). Taking into account (18), the harmonic control rule is given by:

$$
\ddot{y}(t) = -4\Delta y\Omega^2 \frac{2\varphi(t)\left(\zeta\varphi(t) + \frac{1}{\Omega}\dot{\varphi}(t)\right)}{\varphi^2(t) + \left(\zeta\varphi(t) + \frac{1}{\Omega}\dot{\varphi}(t)\right)^2}.
$$

Simulation based validations of both the harmonic rule (50) and the Lyapunov control rule (34) (performed in Matlab-Simulink, ode15s solver, relative tolerance 1e-12) considering $l = 3\, \text{m}$ ($\Omega = 1.81\, \text{s}^{-1}$) and $\varphi(0) = \frac{\pi}{2}$ are shown in Fig. 2 for two values of assigned equivalent damping $\zeta = 0.05$ and $\zeta = 0.20$. By (8) and (39), the free parameters of the controllers are given as $\Delta y = 0.15\, \text{m}$ and $K = 2.17$ for $\zeta = 0.05$ and $\Delta y = 0.6\, \text{m}$ and $K = 8.68$ for $\zeta = 0.20$, respectively. It can be seen in Fig. 2 that the desired exponential amplitude decay with predefined $\zeta$ is almost perfectly matched, despite the assumptions applied for derivation of the equivalent damping and despite violation of the small angle assumption. For $\zeta = 0.05$, the responses of the two controllers are almost identical. This is not the case for $\zeta = 0.20$, where a difference in oscillation period can be explicitly observed. The results in Fig. 2 also nicely confirm the exponential stability addressed in Remark 3. The exponential stability of the closed loop is achieved thanks to the limit-cycle motion of the control action. An analogous phenomenon cannot be observed in the class of linear systems.

5.2 Master-slave mechatronic control of pivot position with experimental validation

In the next stage, we consider the extended and more realistic model (1)-(2) according to Fig. 1-Mid, where the mass of the pivot base is given by $m_1$. The objective is to design a control scheme to follow the pivot position trajectory $y$ generated by one of the nonlinear algorithms proposed above. For the successful performance, it is crucial that the set-point $y_h$ trajectory of a frequency $2\Omega\sqrt{1-\zeta^2}$ is followed with no shift. A repetitive scheme with a
Fig. 2. Simulation results of (1) with i) the harmonic control rule (50), and ii) Lyapunov control rule (34), considering two values of assigned equivalent damping $\zeta = \{0.05, 0.20\}$. The dash-dotted line ($\varphi_0 e^{-\zeta \Omega t}$) indicates the pre-defined exponential decay rate.

time-delay compensator is a standard tool for this task [32]. A disadvantage of the repetitive control is that a time-delay filter is included to the feedback loop implying the undesirable closed-loop neutrality. In order to avoid the difficulty to deal with control design of an infinite-order system, we take an advantage of time-delay controller (29) to compensate the time-shift between the reference and the controlled output directly by shortening the delay $\tau_2$.

In the first stage, we design a slave PD controller for the system (2). Linearizing the system by neglecting the effect of centrifugal and inertia forces of the bob and introducing the control force increment $\Delta F(t) = F(t) - F_{\text{nom}}$, where the nominal force is given as $F_{\text{nom}} = (m_1 + m_2)g$, the model for the
controller design is given by

\[(m_1 + m_2) \ddot{y}(t) + b \dot{y}(t) = \Delta F(t). \quad (51)\]

PD controller is considered in the form

\[\Delta F = r_p (y_s - y(t)) - r_d \dot{y}(t). \quad (52)\]

Assigning a double root \(s_{1,2} = -p\) to the characteristic equation of the closed-loop system (51)-(52)

\[(m_1 + m_2) s^2 + (b + r_d) s + r_p = 0, \quad (53)\]

the parameters of the PD controller are given by

\[r_p = p^2 (m_1 + m_2), \quad (54)\]
\[r_d = 2p (m_1 + m_2) - b. \quad (55)\]

For adjusting the reference signal, the time and gain shift are determined using the following parametrization

\[t_\phi = \frac{1}{2\Omega \sqrt{1 - \zeta^2}} \angle G(j2\Omega \sqrt{1 - \zeta^2}) \quad (56)\]
\[m_G = \left| G(j2\Omega \sqrt{1 - \zeta^2}) \right|, \quad (57)\]

where

\[G(s) = \frac{r_p}{(m_1 + m_2) s^2 + (b + r_d) s + r_p}. \quad (58)\]

Finally, the master controller to generate the pivot position set-point is adjusted from (29) to

\[y_0(t) = y_0 + \frac{\Delta y}{m_G \varphi^2} \left( \frac{\varphi^2}{t - (\tau_2 + t_\phi)} - e^{-\zeta \pi} \varphi^2 \left( t - (\tau_2 + t_\phi) - \tau_1 \right) \right), \quad (59)\]

assuming \(\tau_2 > -t_\phi\). The overall control scheme is given in Fig. 3. Note that if the overall closed-loop dynamics is set up too slow, it may happen that the overall time-delay \(\tau_2 + t_\phi\) is negative. In this case, a faster controller setting needs to be achieved by increasing the design parameter \(p\).

In order to perform validation of the above proposed master-slave control loop, the laboratory set-up shown in Fig. 4 with a mechatronic control system has been built. The movement of the cart is ensured by a servomotor connected to the cart by a toothed belt. The position of the cart \(y\) as well as the rope angle \(\varphi\) are measured by magnetic sensors. The rope angle is transferred to the sensor by a shaft, which is nested in low-friction bearings. The control algorithms are
Fig. 3. Model of the overall closed loop consisting of the model (1)-(2), harmonic set-point generator - master controller (59) and the slave PD controller (52).

Fig. 4. Experimental set-up implemented in the NI CompactRIO control unit combining a fast real-time loop with FPGA, where the sensor information processing is performed. A differential line transceiver/receiver is used for both magnetic sensors signal conditioning. A magnetic strip attached next to cart rails with pole pitch 0.04 mm is used for precise position measurement. The velocity of the cart \( \dot{y} \) necessary for PD controller algorithm is evaluated using difference method in high-speed loop implemented in FPGA with support of the second-order low-pass filter ensuring a satisfactory noise attenuation. The servo torque and the control force \( \Delta F \) are controlled by bipolar analog voltage signal generated by the control unit.

implemented in the NI CompactRIO control unit combining a fast real-time loop with FPGA, where the sensor information processing is performed. A differential line transceiver/receiver is used for both magnetic sensors signal conditioning. A magnetic strip attached next to cart rails with pole pitch 0.04 mm is used for precise position measurement. The velocity of the cart \( \dot{y} \) necessary for PD controller algorithm is evaluated using difference method in high-speed loop implemented in FPGA with support of the second-order low-pass filter ensuring a satisfactory noise attenuation. The servo torque and the control force \( \Delta F \) are controlled by bipolar analog voltage signal generated by the control unit.

The following parameters of the set-up have been measured and identified: \( l = 0.9 \text{ m}, m_1 = 1.52 \text{ kg}, m_2 = 0.85 \text{ kg}, b = 3.4 \text{ kgs}^{-1} \). The design parameter
Fig. 5. Results of experiment on the set-up in Fig. 4 with the PD controller (52) and set-point generator (59) for \( \zeta = \{0.05, 0.10\} \). The dashed line \( (\phi_0 e^{-\zeta \Omega t}) \) indicates the pre-defined exponential decay rate.

of the controller was assigned to \( p = 25 \, \text{s}^{-1} \), providing the parameters \( r_p = 1481 \, \text{Nm}^{-1} \) and \( r_d = 115 \, \text{kgs}^{-1} \), \( t_\phi = -0.078 \, \text{s} \) and \( m_G = 0.93 \). Both the PD controller and set-point generator (59) were implemented in NI LabVIEW in discrete form with time sampling \( \Delta t = 0.01 \, \text{s} \).

The validation was performed for \( \zeta = 0.05 \) (\( \Delta y = 0.045 \, \text{m} \)) and \( \zeta = 0.10 \) (\( \Delta y = 0.090 \, \text{m} \)). As it can be seen in Fig. 5, the prescribed equivalent damping has been achieved for both cases\(^1\). It is worth mentioning that the cart motion

\(^1\) Video record from the experiments can be seen at https://control.fs.cvut.cz/en/aclab/updowndamp
is stopped as soon as the amplitude falls below the predefined $\Delta y_{\text{min}}$, which needs to be larger than the measurement and system noise. Otherwise, the control system will induce chaotic motion of the cart-pendulum system.

5.3 Quadcopter motion control

Finally, the simulation based validation is performed for the quadcopter set-up according to Fig. 1 - Left. Dynamics of the quadcopter carrying the suspended load is given by the following set of nonlinear equations

$$
M(x(t))\ddot{x}(t) + C(x(t))\dot{x}(t) + Q(x(t)) = L(x(t))u(t),
$$

(60)

where $x(t) = [x, y, \theta, \varphi]^T$ with $x, y$ denoting position coordinates of the quadcopter’s center of the mass, $\theta$ is the pitch angle of the quadcopter and $\varphi$ is the angle between vertical axis $y$ and the cable as indicated in Fig. 6. Vector $u(t) = [T, M]^T$ is the vector of controls – the thrust $T$ and torque $M$ generated by the motors with the propellers. The state dependent matrices of the motion and the system parameters are given in the Appendix A.

![Quadcopter with suspended load geometry and control scheme](image)

Fig. 6. Quadcopter with suspended load geometry (left) and control scheme (right).

The quadcopter control system consists of two PD feedback loops shown in Fig. 6 - right. The first loop controls the pitch angle $\theta$ by the moment $M$, while the other controls the motion in $y$ axis via the thrust $T$. The set-point for the pitch angle is set to zero $\theta_s = 0$ while the set-point $y_s$ is determined by the aforementioned control rule (52)-(59) shown in Fig. 3 with controller parameters $r_{p,y} = 30$, $r_{d,y} = 11$, $m_G = 0.6565$, $t_\varphi = -0.3463$ s determined by (54), (55), (56) and (57) for the model (60) linearized in the equilibrium point.

Simulation results (Matlab-Simulink, ode15s, rel. tol. 1e-12) for two values of prescribed equivalent damping $\zeta = \{0.05, 0.20\}$ can be seen in Fig. 7 for
Fig. 7. Simulation results of the quadcopter model (60) controlled by PD controller (52) and the delay based rule (59) for generating the setpoint, according to Fig. 3 considering two values of prescribed equivalent damping $\zeta = \{0.05, 0.20\}$. The dash–dotted line ($\varphi_0 e^{-\zeta \Omega t}$) indicates the pre-defined exponential decay rate.

$\varphi_0 = \frac{\pi}{4}$. In both cases, the oscillations are well damped. For the predefined $\zeta = 0.05$, larger than prescribed damping is achieved. It is due to the fact that the coupling of the quadcopter and the undamped pendulum already provides damped response with $\zeta = 0.04$. For $\zeta = 0.20$, a very good match of
the predefined decay is achieved, even though the $y$ position does not follow the generated set-point exactly. As it can be seen in Fig. 7 and also in Fig. 8 with visualization of the 2-D motion of the centres of gravity of the isolated quadcopter and the pendulum, the whole system works also under motion in the $x$-axis at the beginning of the responses imposed by the internal couplings between these two bodies. Achieving very good results under these aspects (not considered in the design) shows a certain level of robustness of the proposed scheme. However, such robustness issues are out of the scope of this paper and they have not been addressed.

6 Conclusion

In this paper, design and analysis of nonlinear controllers for sway damping of suspended payload by moving the pivot base in vertical direction have been performed. The first proposed algorithm (with two different feedback implementations) is based on utilizing the momentum effect of the inertia force acting on the payload under the periodic motion. The other algorithm is designed based on Lyapunov’s second method. Unlike in the analogous algorithms for sway damping by adjusting the cable length, a solution with exponential amplitude damping is achieved. The derivation of equivalent damping with the ideal second order oscillator was performed by balancing the dissipation en-
ergy over the one oscillation period. The derived algorithms are validated in a thorough case study section. This includes the experimental validation as well as simulation based validation on a 2-D nonlinear model of a quadcopter with suspended payload, which was in fact the motivation to study the given problem. In future, some experimental validation on a physical quadcopter is to be performed. In the crane applications, the proposed method could be used to damp the residual vibrations when the desired crane position is reached. Another application can be found in mechatronic systems and flexible robotics where analogous problems uncontrollable by linear methods can occur.

A Appendix - State dependent matrices and parameters of the quadcopter model

The state dependent matrices of the nonlinear model (60) are given as

\[
M(x(t)) =
\begin{bmatrix}
m_1 + m_2 & 0 & a_3m_2 \cos(\theta) & lm_2 \cos(\varphi) \\
0 & m_1 + m_2 & a_3m_2 \sin(\theta) & lm_2 \sin(\varphi) \\
a_3m_2 \cos(\theta) & a_3m_2 \sin(\theta) & m_2a_3^2 + I_1 & a_3lm_2 \cos(\varphi - \theta) \\
lm_2 \cos(\varphi) & lm_2 \sin(\varphi) & a_3lm_2 \cos(\varphi - \theta) & m_2l^2 + I_2
\end{bmatrix}
\] (A.1)

\[
C(x(t)) =
\begin{bmatrix}
c_x & 0 & 0 & 0 \\
0 & c_y & 0 & 0 \\
0 & 0 & c_\theta & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\] (A.2)

\[
Q(x(t)) =
\begin{bmatrix}
-lm_2 \sin(\varphi) \dot{\varphi}^2 - a_3m_2 \sin(\theta) \dot{\theta}^2 \\
lm_2 \cos(\varphi) \dot{\varphi}^2 + a_3m_2 \cos(\theta) \dot{\theta}^2 + (m_1 + m_2)g \\
-a_3lm_2 \sin(\varphi - \theta) \dot{\varphi}^2 + a_3m_2g \sin(\theta) \\
a_3lm_2 \sin(\varphi - \theta) \dot{\theta}^2 + lm_2g \sin(\varphi)
\end{bmatrix},
\] (A.3)

where \( g = 9.81 \text{ ms}^{-2}, m_1 = 1 \text{ kg}, I_1 = 0.01 \text{ km}^2, a_1 = 0.20 \text{ m}, a_2 = 0.02 \text{ m}, \)
\( a_3 = 0.03 \text{ m}, m_2 = 0.2 \text{ kg}, I_2 = 0 \text{ km}^2, l = 3 \text{ m}, c_x = 1 \text{ kgs}^{-1}, c_y = 1 \text{ kgs}^{-1}, \)
\( c_\theta = 1 \text{ kgs}^{-1}. \)
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