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Section IV contains the simulation results. Conclusions and 
perspectives are given in Section V. 

II. ENGINE’S MATHEMATICAL MODELS

A. Linear parameter varying model

The combustion regime of any internal combustion engine
is characterized by a nonlinear process. First, we estimate the 
linear-parameter varying class of associated models, whose 
gain matrices depend on an exogenous parameter, time 
variant, w(t). 

{
ẋ(t)=A(w(t))x(t)+B(w(t))u(t)

y(t)=C(w(t))x(t)+D(w(t))u(t)
() 

where x(t) represents the states vector, u(t) – the control 
vector, y(t) – the output vector.  

The parameters contained by matrices A, B, C and D have 
a nonlinear form, therefore we want to obtain an approximate 
model of reduced order which will be used for the design and 
implementation of control algorithms.  

B. Invariant state-space model

Reference [7] proposes an invariant state-space model
associated to the Diesel engine, starting from the ideal gas 
equation, writing a differential equation for both the admission 
and evacuation cycle of the Diesel engine, and considering the 
dynamics of the power transfer of the compressor delayed by 
θ:  

{

ṗ
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The index in denotes the parameters at intake, out denotes 
the parameters at exhaust, p is the pressure, T is the 
temperature, V is the volume, R is the Reynolds constant, FEGR 

is the flow through the EGR, FVGT is the flow through the 
VGT, FIM – the flow through the intake manifold, FF – the fuel 
flow, PC – compressor power, PT – turbine power.  

By remodeling FVGT and FEGR as the equation of flow 
through a restriction, and considering the conservation of mass 
in an open system, (2) can be rewritten as a state-space 
representation [7], [8]: 
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I. INTRODUCTION

The object of our work is to propose some improvements 
from control solutions based on estimation of model 
parameter uncertainties on an experimental Diesel engine 
which is equipped with an Exhaust Gas Recirculation system 
(EGR) and a Variable Geometry Turbocharger (VGT). Being 
a model of the internal combustion engine, we want to develop 
control laws which will help at optimizing the combustion 
regime of the engine so that the amount of pollutants and fuel 
consumption are reduced.  

The robust stability literature has been populated the past 
four decades with papers providing the bounds of parameter 
variations under unstructured perturbations. Reference [1] 
gives the bounds with respect to the robust stability for a 
system - whose form is a state-space representation - as the 
inverse of the maximum singular value of the solution of a 
Lyapunov function. This approach was applicable for the 
linear state feedback control of a drone’s lateral altitude [2], 
[3]. Many other authors also focus on the applicability of this 
solution to aerospace flight control [4-6].  

The novelty of the paper consists in the robustness’ 
analysis with respect to parameter uncertainties in the state-
space representation of the engine’s combustion model and 
proposes a mix of structures for the corresponding weighting 
matrices of the LQR controller. This paper is evaluating the 
maximum bounds of parameter variations which preserve the 
stability of the closed-loop system in LQR control. 

This paper is organized as follows. Section II presents the 
mathematical models corresponding to the Diesel engine. 
Section III presents the analysis on the allowable parameter 
variations for the models presented in Section II, and proposes 
a new structure of the weight matrices in the LQR 
control. 
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where the elements of the input vector are SEGR - the surface 
of the EGR valve, xVGT – the position of the VGT valve, N – 
the engine speed; the elements of the output vector are Fin – 
the mass air flow to be controlled and pin – the manifold 
absolute pressure to be controlled. 

C. Reduced invariant state-space model

The inputs SEGR and xVGT are redefined based on the center
of the actuator range, the fuel flow and the engine speed are 
considered constant and the following reduced invariant 
models is obtained [7]:  
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III. BOUNDS OF PARAMETER VARIATIONS FOR LQR

CONTROL 

We consider the model of a linear time-invariant 
continuous system with the following state-space 
representation: 

{
ẋ(t)=Ax(t)+Bu(t)

y(t)=Cx(t)+Du(t)
, x(t0)=x0 () 

whose notations have the same meaning as in (1). 

We assume that the pair (A, B) is controllable, and the pair 
(C, A) is observable, based on the parameter values from (4).  

Let us consider the following quadratic performance 
criteria [7-10] whose minimization will allow the design of an 
optimal algorithm for the control of the mass air flow and the 
manifold absolute pressure: 

J(t)=∫ xT(t)Qx(t)+u(t)Ru(t)dt
∞

0
 () 

Q and R are symmetrical and positive definite matrices. 

The solution u(t) which minimizes J(x0) is: 

u(t)=-Kx(t)

K=R
-1

B
T
P

() 

where P is the solution of the Riccati equation [12]: 

A
T
P+PA-PBR

-1
B

T
P+Q=0 () 

The function V(x) = xTPx is a Lyapunov function for the 
closed-loop system [7-10], because: 

• V(x) > 0, for x ≠ 0.

• V̇(x) = -xT(Q + KTRK)x < 0, for x ≠ 0.

The modelling errors δA, δB, δC, which affect the matrices 
A, B and C, respectively, are considered. Then, the real 
process is represented by: 

{
ẋ(t) = (A + δA)x(t ) + (B + δB)u(t)

y(t) = (C + δC)x(t)
() 

Given the matrix type bounded uncertain structure [3], we 
can define the uncertainty domain: 

D = {δA, δB: δATδA ≤ γA QA, δBTδB ≤ γBRB} () 

where QA and RB are symmetrical positive definite matrices, 
γA and γB are positive scalars.  

The problem of interest is to find the maximum values of 
the scalars γA and γB so that the closed-loop system defined by 
(9), (10) remains stable given the optimal command in (7) 
[10], [16].  

In order to obtain these values, we have to verify the 
conditions for which the function V(x) = xTPx is a Lyapunov 
function. 

We can define the weight matrices Q and R as: 

Q= Q
A
+ Q

'

R= RB+ R
'

() 

where Q
A
 and RB are the matrices in (10), and Q’

 and R’ are

known symmetrical positive definite matrices. 

The theoretical results which offer the sufficient stability 
conditions so that the closed-loop system (9) is stable given 
the command (7) are presented in [10]. If we consider Q and 
R as in (11) and we define the following symmetrical positive 
definite matrix: 

  =  P-1(Q’ + KTR’K)P-1 () 

then the closed-loop system is stable for the uncertainties 
defined in the domain D (10) which satisfy: 

  (γ + γ) () 

where   is the identity matrix of corresponding dimensions. 

IV. SIMULATION RESULTS

The matrices Q and R from (6) are chosen based on the 
maximum acceptable value of the system’s states x and inputs 
u [11], which scale the elements of the matrices to 1:

Q
ii
=

1

maximum acceptable value for xi
2

Rjj=
1

maximum acceptable value for ui
2

() 

For the invariant model in (3), Q and R are: 
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and for the reduced invariant model in (4), Q and R are: 

Q
r
=

[

1

pin
2

0 0

0
1

pout
2

0

0 0
1

PC
2]

Rr= [

1

SEGR
2 0

0
1

xVGT
2

]

 () 

We construct QA and RB as follows [12]: 

Q
A
=C

T
C

RB= q2, q ∈{1, 0.1, 0.01, 0.001}

() 

Q’ and R’ are extracted from (11). 

A. Invariant state-space model

The invariant state-space system (3) is represented by the
following matrices: 

A= [
-3.625 0 373.0841

35.3698 -93.4776 0

0 0.026 -9.0909

]

 
B=105+0.05*

* [
0.5714 0

-5.5755 0.1020

0 -0.0002

-0.000003 0

0.00003 1.4608

0 0

]

C= [
0 0 0.0249

1 0 0
]

() 

The pair (A, B) is controllable because the rank of the 
controllability matrix is 3, equal to the size of A. 

Based on (15), Q and R are: 

Q= [

1

1652 0 0

0
1

2002 0

0 0 1

]

R = 

[

1

1002 0

0
1

1002

0 0

0 0

0 0

0 0

1

18002 0

0 1]

() 

The matrices 𝑸𝐴 and 𝑹𝐵 are computed from (17), and Q’

and R’ are extracted from (11). 

The LQR command K has the value, for q = 0.001: 

 K= 

[

0.012 -9.3*10-5 5.5015

0.0107 2.73*10-4 5.5022

3.4565 0.0863 1.78*103

1.07*10-6 3.64*10-8 5.5*10-4]

() 

Using (12), we obtain  , which gives the upper bound of 
the parameter variations so that the closed-loop system 
maintains its stability. 

 = 106* [
-4056.4 13812 -292.69

12812 -3311.7 94.155

-292.69 94.155 -5.9927

] () 

For q = 0.01, the corresponding upper bound of the 

parameter variations,  , is:  

 = 108* [
-416.04 127.73 -13.32

127.73 -43.51 -9.4513

-13.32 -9.4513 -10.453

] () 

For q = 0.1,  , is: 

 = 1011* [
-1.4553 -9.1155 -1.0526

-9.1155 -1.0828 -1.0487

-1.0526 -1.0487 -1.0497

] () 

For q = 1,  , is: 

 = 1013* [
-1.0538 -1.0484 -1.0498

-1.0484 -1.0501 -1.0498

-1.0498 -1.0498 -1.0498

] () 

From (21) - (24), we observe that, if q decreases,   
decreases.   

Fig. 1 plots the closed-loop step response for the LQR 
control of the invariant model.  

For the initial state x0 = [123.17 131.37 932]T , we
have computed the initial condition response of the closed-
loop system, and plotted the 3-D surface plot for V(x) = xTPx 

(figure 2) and V̇(x) = -xT(Q + KTRK)x (figure 3) on a timespan 
of 0.5 sec. By inspecting these two figures, we observe that 

V(x) > 0, for x ≠ 0, and V̇(x) < 0, for x ≠ 0. Therefore, V(x) is 
a Lyapunov function. 

B. Reduced invariant state-space model

The reduced invariant state-space system (4) is
represented by the following matrices: 

A
'= [

-3.625 0 373.0841

35.3698 -93.4776 0

0 0.026 -9.0909

]

 

B
'= [

57140 0

-557550 10200

0 -20

]

C
'= = [

0 0 0.0249

1 0 0
]

() 



The pair (A’, B’) is controllable because the rank of the 
controllability matrix is 3, equal to the size of A’. 

Similar to the iterations in the case of the invariant model, 
we have: 

Q
r
= [

1

1652 0 0

0
1

2002 0

0 0 1

]

Rr= [

1

1002 0

0
1

1002

]

() 

The LQR command Kr has the value, for q = 0.001: 

K𝒓= [
0.579 -0.4443 24.0738

0.1789 0.0273 -94.9167
] () 

Using (12), we obtain  r, which gives the upper bound of 
the parameter variations of the reduced model so that the 
closed-loop system maintains its stability. 

𝒓 = [
-1.46*1016 1.37*10

17
1.18*10

13

1.37*10
17

-1.27*10
18

-1.1*10
14

1.18*10
13

-1.1*10
14

-9.45*10
9

] () 

For q = 0.01, the corresponding upper bound of the 

parameter variations,  r, is:  

𝒓 = [
-1.47*1016 1.37*1017 1.18*1013

1.37*1017 -1.28*1018 -1.1*1014

1.18*1013 -1.1*1014 -9.45*109

] () 

For q = 0.1,  r is: 

𝒓 = [
-1.79*1016 1.68*1017 1.18*1013

1.68*1017 -1.58*1018 -1.1*1014

1.18*1013 -1.1*1014 -9.85*109

] () 

For q = 1,  r is: 

𝒓 = [
-3.41*1017 3.32*10

18
1.18*10

13

3.32*10
18

-3.23*10
19

-8.98*10
13

1.18*10
13

-8.98*10
13

-4.94*10
10

] () 

From (28) - (31), we observe that the variations of q have 
no important effect on 𝒓.  

Fig. 4 plots the closed-loop step response for the LQR 
control of the reduced invariant model. 

Fig. 5 and fig. 6 plot the 3-D surface for V(x) and V̇(x), 
respectively, for the reduced invariant model, where the initial 
condition was set to  x0 = [123.17 131.37 932]T. As we
proceeded in the previous case, by inspecting the figures, we 
can conclude that V(x) is a Lyapunov function. 

The step-response characteristics for the closed-loop 
systems are listed in Table I.  

TABLE I. LQR STEP-RESPONSE CHARACTERISTICS 

LQR step-response characteristics 

Rise Time 

(s) 

Settling 

Time (s) 
Overshoot (%) 

Peak 

Amplitude 

𝐹𝑖𝑛
𝑎 7.17*10−4 0 53 19.85 1.3747*10−5 

𝑝𝑖𝑛
𝑎 0.5027 0.8931 0 0.0549 

𝐹𝑖𝑛
𝑏 0.001 0.0019 0.0189 2.3748*10−4 

𝑝𝑖𝑛
𝑏 0.2282 0.3984 0 1 5761 

a. Linearized invariant model 

b. Linearized reduced invariant model 

V. CONCLUSIONS AND PERSPECTIVES

This work investigates the possibility to estimate the 
maximum domain of model parameter uncertainties for a 
nonlinear dynamic system. The paper presents an approach on 
finding the bounds of parameter variations for a state-space 
system. The gain matrices Q and R in the LQR algorithm are 
chosen based on the maximum admissible values for the 
elements of the states vector and control vector, respectively. 
In the context of robustness analysis, a matrix type bounded 
uncertain structure has been chosen. The maximum upper 
bound of parameter uncertainties has been computed so that 
the closed-loop system remains stable.  

Furthermore, this robust analysis and synthesis of a robust 
controller can be used to optimize a multi-model multi-
controller structure based on the maximum admissible 
uncertainty domain. We can determine the minimum number 
of commutations among the models on the static 
characteristic. The problem of maximization of the minimal 

eigenvalue of   by means of nonlinear techniques, such as 
reinforcement learning, can be further research. 

This proposed solution can be transferred to the 
improvement of the switching operation control on hybrid 
engine configurations.   
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Fig. 1. LQR control step-response for the linearized invariant model 

Fig. 2. 3-D surface plot of V(x) – linearized invariant model 

Fig. 3. 3-D surface plot of V̇(x) – linearized invariant model 



Fig. 4. LQR control step-response for the linearized reduced model 

Fig. 5. 3-D surface plot of V(x) – linearized reduced invariant model 

Fig. 6. 3-D surface plot of V̇(x) – linearized reduced invariant model 




