A Quantitative Analysis Of The Robustness Of Neural Networks For Tabular Data
Kavya Gupta, Beatrice Pesquet-Popescu, Fateh Kaakai, Jean-Christophe Pesquet

To cite this version:

HAL Id: hal-03527634
https://centralesupelec.hal.science/hal-03527634
Submitted on 20 Jan 2022

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
A QUANTITATIVE ANALYSIS OF THE ROBUSTNESS OF NEURAL NETWORKS FOR
TABULAR DATA

Kavya Gupta1,2, Beatrice Pesquet-Popescu2, Fateh Kaakai2, Jean-Christophe Pesquet1

1 Université Paris-Saclay, CentraleSupélec, Inria
Centre de Vision Numérique, Gif-sur-Yvette, France
2 Air Mobility Solutions BL, Thales LAS France

ABSTRACT

This paper presents a quantitative approach to demonstrate the robustness of neural networks for tabular data. These data form the backbone of the data structures found in most industrial applications. We analyse the effect of various widely used techniques we encounter in neural network practice, such as regularization of weights, addition of noise to the data, and positivity constraints. This analysis is performed by using three state-of-the-art techniques, which provide mathematical proofs of robustness in terms of Lipschitz constant for feed-forward networks. The experiments are carried out on two prediction tasks and one classification task. Our work brings insights into building robust neural network architectures for safety critical systems that require certification or approval from a competent authority.
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1. INTRODUCTION

Neural networks (NNs) find numerous applications in a growing number of applicative fields. However, one of their main weaknesses is that they are sensitive to adversarial examples [1, 2]. This means that they can be fooled, in a deliberate or unintentional manner, which raises many safety and security issues while deploying them for industrial usage. Many industry applications (autonomous vehicles, aeronautics, railway, space, etc.) are safety or mission critical systems requiring a certification or an approval from a competent authority, i.e. a demonstration that the system is acceptably secure and trustworthy. This demonstration should be done via a complete, documented and valid argument that the system using NNs (or other AI technologies) behaves only as specified in the specified context of the final user and continues to behave in this way in accordance with monitoring criteria. NN solutions are hindered with certification issues due to their intrinsic complex structure. Traditional coverage-based approaches may be irrelevant for testing neural network systems. Code certifiability can be trivially satisfied while providing only limited guarantees on the safe behaviour of the system when facing situations which have not been strictly met during the training process. Few works in the literature such as [3, 4, 5] study the provable defenses that can be provided for certification against adversarial perturbations. An attempt towards property verification of neural networks in safety critical applications was made in [6].

Deep learning on tabular data has received less attention than deep learning for standard signal/image processing problems, particularly seen in the area of computer vision and natural language processing. Tabular data allows to take advantage of heterogeneous sources of information coming from different sensors or registered variables (like altitude of an aircraft, departure and destination airport, duration of the flight, company type). Tabular data analysis covers a wide variety of applications, e.g. fraud detection, product failure prediction, anti-money laundering, recommendation systems [7], click-through rate prediction [8] etc. A generalised NN framework for tabular data is presented in [9]. Most of the mentioned tasks may be hampered with safety concerns and require reliability in the performance of the NN used for predicting or classifying data. In [10], authors presented a method for generation of imperceptible adversarial attacks for tabular data.

In this paper, we focus on a less empirical way of quantifying the robustness of a NN model by computing its Lipschitz constant. The Lipschitz regularity of a NN model has been investigated in the literature [11, 12] and constitutes a valuable measure of its robustness to small perturbations. We compare three state-of-the-art methods [13, 14, 15] to estimate the Lipschitz constant and draw conclusions regarding their effectiveness. It is worth noticing that these methods allow the Lipschitz constant to be computed according to various norms. Using these quantitative tools, we also evaluate the impact of several standard training procedures on the stability of fully connected networks designed for dealing with tabular data. The effect of $\ell_1$ and $\ell_2$ regularization, dropout, positivity, and the addition of noise on the training samples is thus analyzed in three applicative scenarios.

The rest of the paper is organized as follows. The theoretical background of our work is presented in next section. In Section 3 we present our experimental setup for different data
sets and different techniques, and we conclude this section with the analysis performed based on our various Lipschitz estimation techniques. Some concluding remarks are drawn in the last section.

2. BACKGROUND

2.1. Lipschitz Constant of Feed-forward Networks

Consider the $m$-layer feedforward neural network $T$ illustrated in Fig. 1 having $N_i$ neurons at layer $i \in \{1, \ldots, m\}$. Let $x \in \mathbb{R}^{N_0}$ be the input and $T(x) \in \mathbb{R}^{N_m}$ the associated output. A Lipschitz constant of this NN is an upper bound on the ratio between the variations of the outputs and the variations of the inputs of a function $T$, thus measuring the sensitivity of the function with respect to input perturbations $z$. This means that $\theta$ is a Lipschitz constant of $T$ if

$$\|T(x + z) - T(x)\| \leq \theta \|z\|$$

(1)

for every input $x \in \mathbb{R}^{N_0}$ and perturbation $z \in \mathbb{R}^{N_0}$. The smaller this constant, the more robust the network with respect to perturbations.

Fig. 1. $m$-layered feed-forward neural network architecture. For the $i$th-layer, $W_i$ is the linear weight operator, $b_i$ the bias vector, and $R_i$ the activation operator.

The first upper-bound on the Lipschitz constant of a neural network was derived by analyzing the effect of each layer independently and considering a product of the result-
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ing spectral norms [2]:

$$\sum_{i=1}^{m} \text{spectral norms} \left[ W_i \right] \leq \|T(x + z) - T(x)\| \leq \theta \|z\|$$

(2)

where, for every $i \in \{1, \ldots, m-1\}$, $D_i$ is the set of diagonal matrices of size $N_i \times N_i$ with diagonal elements equal to $2\alpha_i - 1$ or 1. An interesting result established in [14] is that this estimate remains valid when other norms than the Euclidean norm are used to quantify the perturbations on the input and the output. The ability to use norms other than the Euclidean one may be sometimes more meaningful in practice (especially for the $\ell_1$ or the sup norm).

2.2. SDP Based Approach

The work in [13] focuses on NNs using separable activation operators. It assumes that the activation function $\rho_i$ used at a layer $i \in \{1, \ldots, m\}$ is slope-bounded, i.e., there exists non-negative parameters $\sigma_{\min}$ and $\sigma_{\max}$ such that

$$(\forall (\xi, \xi') \in \mathbb{R}^2) \quad \xi \neq \xi' \Rightarrow \sigma_{\min} \leq \frac{\rho_i(\xi) - \rho_i(\xi')}{\xi - \xi'} \leq \sigma_{\max}.$$  

As mentioned by the authors, most activation functions satisfy this inequality with $\sigma_{\min} = 0$ and $\sigma_{\max} = 1$. But it turns out from [17, Proposition 2.4] that we then recover similar assumptions to those made in [16]. By a clever use of the firm nonexpansiveness properties of the activation operators $R_i$, the problems can be recast as solving the following semidefinite positive programming (SDP):

$$\text{minimize} \quad (\rho_m, Q_1, \ldots, Q_{m-1}) \in \mathbb{C}^r \quad \rho_m,$$

(3)

where $\sqrt{\rho_m}$ with $\rho_m \geq 0$ is the sought Lipschitz constant, $(Q_i)_{1 \leq i \leq m-1} \in [0, +\infty)^{N_i \times N_i}$ are diagonal matrices, and $C$ is a closed convex set defined by the positive semidefiniteness of a certain matrix which is an affine function of $(\rho_m, Q_1, \ldots, Q_{m-1})$ (see [13] for details). One limitation of this method is that it is tailored to the use of the Euclidean norm.

Remark 1. In [13], one of the versions of this method, that will be designated hereafter by LipSDP, uses non diagonal matrices $(Q_i)_{1 \leq i \leq m-1}$. As shown by the counterexample presented in [13], this estimate is however erroneous.

2.3. Polynomial optimization based approach

The approach in [15] applies to NNs having a single output (i.e. $N_m = 1$). The authors insist that their approach is restricted to differentiable activation functions, but it is actually valid for any separable firmly nonexpansive activation operator. When $N_m = 1$ and the $\ell_p$ norm with $p \in [1, +\infty]$ is used for the input space, the Lipschitz constant reduces to

$$\rho_m = \sup_{\Lambda_i \in D_1, \ldots, \Lambda_{m-1} \in D_{m-1}} \|W_m \Lambda_m \cdots \Lambda_1 W_1\|_S,$$

(2)

This means that there exists an nonexpansive operator $Q_i$ such that $R_i = (1 - \alpha_i) I_d + \alpha_i Q_i$.

Remark 2. This can be extended to multiple output network, if the output space is equipped with the $\ell_{1\infty}$ norm.
where \( p^* \in [1, +\infty) \) is the dual exponent of \( p \) (such that \( 1/p + 1/p^* = 1 \)). When \( p \in \mathbb{N} \setminus \{0, 1\} \) and \( p = +\infty \), finding \( \gamma_m \) turns out to be a polynomial constrained optimization problem. Solving such an optimization problem can be achieved by solving a hierarchy of convex problems, leading to the so-called LipOpt estimation method. However, the size of the hierarchy tends to grow fast and if its order is truncated to a too small value, the delivered result becomes inaccurate. Leveraging the sparsity properties that might exist for the weight matrices may be helpful numerically. The approach is further improved in [19].

### 3. EXPERIMENTS ON TABULAR DATA

#### 3.1. Dataset and Network description

In our stability analysis, we study three widely used tabular datasets from UCI Repository: 1) Combined Cycle Power Plant Data Set has 4 attributes with 9568 instances, 2) Auto MPG Data set consists of 398 instances with 7 attributes, 3) Adult Data Set consists of 48842 instances in total with 14 attributes. Dataset 2 and 3 include both continuous and categorical attributes, whereas dataset 1 contains only continuous attributes. The datasets are divided with a ratio of 4:1 between training and testing data. The categorical attributes are dealt with by using one hot encoding based on the number of categories. The input attributes are normalised by removing their mean and scaling to unit variance. All the architectures are made up of two hidden fully connected layers with the following characteristics:

- Combined Cycle Power Plant Data set - (4, 10, 6, 1)
- Auto MPG Data set - (9, 16, 8, 1)
- Adult Data set - (88, 6, 6, 1)

#### 3.2. Effect of Regularization Techniques

We present the results for three regularisation techniques: \( \ell_1 \), \( \ell_2 \), and Dropout [20]. We study the relationship between the parameters associated with each regularisation and the NN stability quantified by its Lipschitz constant. Attention also to be paid to the resulting accuracy. We apply these regularization techniques while training our NNs, then compute a Lipschitz constant associated with the obtained weights. We use the three state-of-the-art estimation methods which have been described in Section 2. The first one is LipSDP [13] which uses Euclidean norms for both the input and output spaces (\( L_{2,2} \) spectral norm). The second one is the polynomial based approach LipOpt [19] where the input and output spaces are equipped with the sup norm while estimating the Lipschitz constant. This estimation approach is thus linked to the \( L_{1,\infty,+\infty} \) subordinate matrix norm. The third estimation method is CPLip [14] which can work for any norm on the input and output spaces.

Each experiment was run 10 times and we chose the model with best performance (least MAE or highest classification accuracy) and computed a Lipschitz constant for this.
Table 4: Results on Combined Cycle Power Plant Data set with Dropout

<table>
<thead>
<tr>
<th>Drop-rate</th>
<th>0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LipSDP</td>
<td>7.17</td>
<td>1.23</td>
<td>3.21</td>
<td>1.36</td>
<td>1.00</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>Lipopt-k</td>
<td>6.22</td>
<td>1.12</td>
<td>3.15</td>
<td>1.30</td>
<td>1.01</td>
<td>1.53</td>
</tr>
</tbody>
</table>

Table 5: Results on Auto MPG Data set with Dropout

<table>
<thead>
<tr>
<th>Drop-rate</th>
<th>0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LipSDP</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>Lipopt-k</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Table 6: Results on Adult Data Set with Dropout

<table>
<thead>
<tr>
<th>Drop-rate</th>
<th>0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LipSDP</td>
<td>1.41</td>
<td>1.24</td>
<td>1.27</td>
<td>1.30</td>
<td>1.33</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>Lipopt-k</td>
<td>1.41</td>
<td>1.24</td>
<td>1.27</td>
<td>1.30</td>
<td>1.33</td>
<td>1.35</td>
</tr>
</tbody>
</table>

Table 7: Results with positive constraint on the weights

<table>
<thead>
<tr>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Arbitrary</td>
<td>Positive</td>
</tr>
<tr>
<td>L∞</td>
<td>LipSDP</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>Lipopt-k</td>
<td>1.41</td>
</tr>
</tbody>
</table>

3.3. Positive Weighted Networks

Next we analyse the stability of NNs when the weights are constrained to be non-negative. The comparison between arbitrary signed network and positively signed network for all the three datasets is shown in Table 7.

3.4. Addition of Noise to the Dataset

We also perform a stability analysis when the original dataset is corrupted with random noise which is a standard practice while training NNs having continuous input variables. From the original dataset, we generated a dataset 20 times larger by including noisy samples. More precisely, to all the normalised input features, we added a noise value drawn from a random i.i.d. zero-mean Gaussian distribution with a small standard deviation. We combined the original training set with the generated noisy samples and trained our model on the augmented dataset. The results on Combined Cycle Power plant with variation of standard deviation are given in Table 8.

3.5. Comments on the results

A first observation is that CPLip provides slightly tighter bounds than LipSDP and LipOpt. The two latter approaches may however be more scalable when applied to deeper networks. Another remark is that similar behaviours can be seen when using different norms. While designing a network for deployment, it also appears that there is a trade-off between stability and performance.

- $\ell_1$ and $\ell_2$ regularizations increase the stability of the network consistently, but the performance is maintained up to a certain value of $\alpha$, from where the accuracy drops. $\ell_1$ usually yields better results, confirming the robustness of this norm as training measure.

- We globally observe an increasing stability of the neural networks as we increase the value of Drop-rate. The results are however less consistent than with regularization.

- The positive constraint leads to a significant loss of performance in terms of MAE and classification accuracy, but the stability of the networks is improved by a significant margin.

- As expected, adding noise leads to a drop in the value of the Lipschitz constant as the noise level increases, without having a too negative impact on the accuracy.

4. CONCLUSION

This work is a step towards better controlling the robustness of NNs by analysing their Lipschitz properties. Ensuring the safety of new generations of industrial products based on AI constitutes the main objective. We have here showcased the impact of standard training procedures on stability. However, developing more dedicated training procedures to improve robustness could allow us to achieve better accuracy-stability tradeoffs.
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