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Abstract

For time-delay systems, it is known that global asymptotic stability is guaran-

teed by the existence of a Lyapunov-Krasovskii functional that dissipates in a

point-wise manner along solutions, namely whose dissipation rate involves only

the current value of the solution’s norm. So far, the extension of this result to

global exponential stability (GES) holds only for systems ruled by a globally

Lipschitz vector field and remains largely open for the input-to-state stability

(ISS) property. In this paper, we rely on the notion of exponential ISS to extend

the class of systems for which GES or ISS can be concluded from a point-wise

dissipation. Our results in turn show that these properties still hold in the

presence of a sufficiently small additional term involving the whole state history

norm. We provide explicit estimates of the tolerable magnitude of this extra

term and show through an example how it can be used to assess robustness with

respect to modeling uncertainties.
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1. Introduction

The input-to-state stability (ISS) framework has become a central and clas-

sical tool to study stability and robustness of nonlinear systems. Originally

developped for systems described by ordinary differential equations [1, 2], it has

progressively been extended to infinite-dimensional systems [3, 4].

A particular class of infinite-dimensional systems is that of time-delay sys-

tems. Due to the peculiarities of this subclass, it has been the subject of specific

ISS developments initiated with the works [5, 6]. ISS for time-delay systems has

now become a mature topic, but some fundamental questions remain open.

In particular, a Lyapounov-Krasovskii functional (LKF) characterization of

ISS was provided in [7, 8]. This characterization requests that the dissipation

of the LKF along the system’s solutions is expressed in terms of the LKF itself

(LKF-wise dissipation). This requirement turns out to be rather unhandy in

practice. More crucially, it is not in line with the LKF characterization of global

asymptotic stability, in which the LKF is allowed to dissipate merely in terms of

the current value of the solution’s norm (point-wise dissipation) [9]. To date, it

is not known whether ISS can be ensured through a point-wise dissipation [10],

although this question has recently received a positive answer for the weaker

notion of integral ISS [11].

Even in the absence of exogenous inputs, point-wise dissipation is not yet

fully understood. In particular, the possibility to ensure global exponential sta-

bility with a point-wise dissipation still constitutes an open question. A partial

answer was given in [12], but only for systems ruled by a globally Lipschitz

vector field. A positive answer to this question would complement the existing

arsenal to establish GES, including the Razumikhin approach [13] and Halanay’s

inequality [14, p. 378].

In this paper, we significantly enlarge the class of systems for which ISS or

GES can be established under a point-wise dissipation. To that aim, we focus

on the exp-ISS property, which is a particular case of ISS in which the influence

of the initial state is requested to decay exponentially. In particular, exp-ISS
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ensures GES for the corresponding input-free system. We provide growth condi-

tions under which a point-wise dissipation is enough to conclude exp-ISS. These

conditions may take two forms: either left or right, depending on whether the

increase rate or the decay rate is restricted. Both these conditions turn out

to be automatically satisfied when the vector field is globally Lipschitz, but we

show through examples that the proposed growth conditions encompass a much

wider class of systems, thus significantly generalizing the results in [12].

While making the analysis simpler, the use of a point-wise dissipation com-

plicates the analysis of robustness to modeling errors or parameter uncertain-

ties, as compared to an LKF-wise dissipation or a history-wise one (in which

the LKF is requested to dissipate in terms of the whole state history norm).

To address this issue, we allow for an additional quadratic positive term in the

LKF’s derivative. This term involves the full state history. Since the dissipation

is only in terms of the current solution’s norm, the derivative of the considered

LKF is thus no longer guaranteed to be non-positive, even in the absence of an

input. Despite this severe issue, we show that exp-ISS does hold provided that

this extra term is sufficiently small. Our proofs being constructive, we actually

provide explicit estimates of the strength of this additional quadratic term. We

show through an example how this result can indeed be useful for robustness

analysis with respect to modeling errors.

On our way to establish these results, we provide several technical lemmas

that may be of interest on their own. In particular, we propose a novel suffi-

cient condition for a property known as robust forward completeness or bounded

reachability property, which plays a central role in the stability analysis of time-

delay systems [15, 16]. We also show that exp-ISS can be reformulated as two

specific inequalities on the system’s solutions.

Notation. Given n ∈ N≥1 and ∆ ≥ 0, Xn denotes the set of all continuous

functions from [−∆, 0] to R
n, whereas Wn denotes the Sobolev space of abso-

lutely continuous functions mapping [−∆, 0] into R
n with essentially bounded

derivative, and C1([−∆, 0];Rn) denotes the set of all continuously differentiable
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functions from [−∆, 0] to R
n. Given a continuous signal x : [−∆, T ) → R

n

with T ∈ (0,+∞] and any t ∈ [0, T ), xt ∈ Xn denotes the history function

defined as xt(τ) := x(t + τ) for all τ ∈ [−∆, 0]. Given a non-empty interval

I ⊂ R and an essentially bounded Lebesgue measurable signal u : I → R
m,

‖u‖ := ess supt∈I |u(t)|, where | · | denotes the Euclidean norm. Given m ∈ N≥1,

Um denotes the set of all signals u : R≥0 → R
m that are Lebesgue measur-

able and locally essentially bounded. Given u ∈ Um and t1 ≥ t2 ≥ 0, u[t1,t2]

denotes the restriction of u to [t1, t2], namely u : [t1, t2] → R
m is defined as

u[t1,t2](t) := u(t) for all t ∈ [t1, t2]. Given a continuously differentiable function

V : Rn → R, ∇V denotes its gradient. Given a ∈ R≥0, ⌈a⌉ denotes the smallest

q ∈ N for which q ≥ a. A function α : R≥0 → R≥0 is said to be of class N if it

is continuous, non-decreasing and zero at zero. It is said of class K if, in addi-

tion, it is increasing. It is said to be of class K∞ if it is of class K and satisfies

lims→+∞ α(s) = +∞. Given a functional V : Xn → R≥0, its Driver derivative

D+V : Xn × R
n → [−∞,+∞] is defined, for all φ ∈ Xn and all w ∈ R

n, as

D+V (φ,w) := lim suph→0+
V (φh,w)−V (φ)

h where, for each h ∈ [0,∆), φh,w ∈ Xn

is given by

φh,w(s) :=







φ(s+ h), if s ∈ [−∆,−h),

φ(0) + (h+ s)w, if s ∈ [−h, 0].

2. Context

2.1. Global exponential stability

We start by considering input-free delay systems, namely:

ẋ(t) = f0(xt), (1)

where xt ∈ Xn and f0 : Xn → R
n is a vector field which is Lipschitz on bounded

sets and satisfies f0(0) = 0. For such class of systems, we recall the definition

of global exponential stability.

Definition 1 (GES) The origin of (1) is said to be globally exponentially
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stable (GES) if there exist k, η > 0 such that, for all x0 ∈ Xn, the corresponding

solution of (1) satisfies |x(t)| ≤ k‖x0‖e−ηt for all t ≥ 0.

The GES property therefore ensures that all solutions converge at the expo-

nential rate η and that their transient overshoot is bounded by a linear func-

tion of the initial state norm. A powerful tool to establish GES is through a

Lyapunov-Krasovskii functional (LKF). In particular, we recall the following

from [9, 17].

Theorem 1 (Existing LKF characterization for GES) The following state-

ments are equivalent:

i) the origin of (1) is GES

ii) there exist a functional V : Xn → R≥0, Lipschitz on bounded sets, and

a, a, a, ρ > 0 such that, for all φ ∈ Xn,

a|φ(0)|ρ ≤ V (φ) ≤ a‖φ‖ρ

D+V (φ, f0(φ)) ≤ −aV (φ)

iii) there exist a functional V : Xn → R≥0, Lipschitz on bounded sets, and

a, a, a > 0 such that, for all φ ∈ Xn,

a‖φ‖ ≤ V (φ) ≤ a‖φ‖

D+V (φ, f0(φ)) ≤ −a‖φ‖.

In this statement, D+V (φ, f(φ, v)) denotes Driver’s derivative of V along

the system’s solutions, as recalled in the Notation paragraph. In particu-

lar, D+V (xt, f(xt, u(t)) coincides almost everywhere with the upper-right Dini

derivative of t 7→ V (xt) on its maximal interval of existence: see [18] and [19,

Theorem 2].

Beyond the fact that ρ does not need to be equal to 1 in Item ii), there are

two key differences between Items ii) and iii). The first one lies in the fact that

the LKF V in Item iii) is coercive, in the sense that it can only vanish if the
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whole state history is identically zero. On the contrary, the LKF in Item ii) is

lower-bounded only in terms of |φ(0)|, meaning that it may vanish even if φ 6= 0.

The possibility offered by Item ii) to consider non-coercive LKFs turns out to

be very convenient in practice, whereas the fact that V is coercive in Item iii)

often proves useful to conduct further robustness analysis.

The second difference is in the way the LKF dissipates along solutions: in

Item ii), this dissipation is in terms of the LKF itself (LKF-wise dissipation),

whereas, in Item iii), the dissipation is requested to involve the whole history

norm (history-wise dissipation). When the LKF is coercive, there is no qualita-

tive difference between these two types of dissipation, but LKF-wise dissipation

does not necessarily guarantee a history-wise dissipation when V is not coercive.

To sum up, while Item ii) is more convenient to establish GES, Item iii)

constitutes a powerful converse result once GES is known to hold.

2.2. Exponential ISS

We may consider the impact of an exogenous input on the system, which

then takes the form

ẋ(t) = f(xt, u(t)), (2)

where xt ∈ Xn, u ∈ Um, and f : Xn×R
m → R

n is a functional which is Lipschitz

on bounded sets and satisfies f(0, 0) = 0. A powerful way to assess robustness

with respect to the input signal u is through the input-to-state stability (ISS)

framework. The ISS property requests in particular that the steady-state error

of solutions is small if the applied input is of sufficiently small amplitude [2, 6].

In this paper, we focus on the following particular declination of ISS.

Definition 2 (Exp-ISS, linear gain) The system (2) is said to be exponen-

tially input-to-state stable (exp-ISS) if there exist k, η > 0 and µ ∈ N such that,

for all x0 ∈ Xn and all u ∈ Um, the corresponding solution of (2) satisfies

|x(t)| ≤ k‖x0‖e−ηt + µ(‖u[0,t]‖), ∀t ≥ 0.
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It is said to be exp-ISS with linear gain if, in addition, there exists µ0 ≥ 0 such

that µ(s) = µ0s for all s ≥ 0.

This property has already been used in the literature of infinite-dimensional

systems. In particular, it was studied in [20] in the context of parabolic partial

differential equations. Before that, it was used for general infinite-dimensional

systems under the name eISS [21]. It should not be confused with the expo-

nential ISS notion employed in [22], which rather considers ISS with respect to

a filtered version of the input.

The above exp-ISS property clearly ensures 0-GES, meaning that the origin

of the input-free system ẋ(t) = f(xt, 0) is GES. But it also ensures that, in re-

sponse to a bounded input u, any solution is attracted by a µ(‖u‖)−neighborhood

of the origin. In particular, solutions are bounded in response to any bounded

input, the steady-state error is small for sufficiently small inputs, and solutions

converge to the origin in response to any vanishing input. In the particular case

of exp-ISS with linear gain, the steady-state error is at most proportional to the

amplitude of the applied input. This feature mimics what happens for linear

systems and turns out particularly useful when invoking small-gain results for

the stability analysis of interconnected systems [23].

Exp-ISS can be established by existing LKF tools. In particular, the follow-

ing result can be proved using classical manipulations.

Proposition 1 (LKF-wise dissipation for exp-ISS) Assume that there ex-

ist a functional V : Xn → R≥0 which is Lipschitz on bounded sets, constants

a, a, a, ρ > 0 and a function γ ∈ N such that, for all φ ∈ Xn and all v ∈ R
m,

a|φ(0)|ρ ≤ V (φ) ≤ a‖φ‖ρ (3)

D+V (φ, f(φ, v)) ≤ −aV (φ) + γ(|v|). (4)

Then (2) is exp-ISS. Moreover, if there exists γ0 ≥ 0 such that γ(s) = γ0s
ρ for

all s ≥ 0, then (2) is exp-ISS with linear gain.

Just like Theorem 1, this result requests a LKF-wise dissipation. Interest-

ingly, Proposition 1 can actually be strengthened by allowing a positive square

7



term of the state history norm in the expression of the LKF’s derivative, as

stated next.

Theorem 2 (Alternative LKF-wise dissipation for exp-ISS) Assume that

there exist a functional V : Xn → R≥0 which is Lipschitz on bounded sets, con-

stants a, a, a, ρ > 0, c ≥ 0, and a function γ ∈ N such that, for all φ ∈ Xn and

all v ∈ R
m,

a|φ(0)|ρ ≤ V (φ) ≤ a‖φ‖ρ (5)

D+V (φ, f(φ, v)) ≤ −aV (φ) + c‖φ‖ρ + γ(|v|). (6)

Then, provided that

c < aae−a∆, (7)

the system (2) is exp-ISS . If, in addition, there exists γ0 ≥ 0 such that γ(s) =

γ0s
ρ for all s ≥ 0, then (2) is exp-ISS with linear gain.

This result, proved in Section 5.2, suggests some robustness of the exp-ISS

property: as compared to Proposition 1, the additional positive term c‖φ‖ρ does

not compromise exp-ISS provided that c is small enough to satisfy (7). This

would come as no surprise if the considered LKF was coercive (meaning lower

bounded by a term of the form a‖φ‖ρ), which is however not requested here.

Note that, even in the input-free case, this result seems to be novel and provides

a useful sufficient condition for GES (simply consider v = 0 in Theorem 2).

3. Growth conditions for exp-ISS

While Theorems 1 and 2 provide powerful conditions for GES and exp-ISS,

the requirement of a LKF-wise (or history-wise) dissipation often significantly

complicates the analysis. It also lacks homogeneity with the existing LKF con-

dition for global asymptotic stability, in which a point-wise dissipation is enough

[9]. Here, we investigate whether such a point-wise dissipation would be suffi-

cient to ensure GES or exp-ISS.
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Partial answers in this direction were given in [10], where growth conditions

were provided to ensure that a point-wise dissipation ensures ISS. For the GES

property, it was shown in [12] that such a point-wise dissipation is indeed suf-

ficient provided that the vector field is globally Lipschitz, which constitutes a

conservative constraint in practice. To date, it is not known whether a point-wise

dissipation can be used to establish GES or exp-ISS, but the results presented

below enlarge the class of systems for which this holds true by imposing specific

growth conditions. These conditions take two possible forms: either right or

left, depending on whether we assume a sufficiently slow increase or decrease.

We detail these results in two separate sections.

3.1. Right growth condition

Our first result ensures exp-ISS under a point-wise dissipation provided an

upper bound on a specific function involving the vector field. In line with

Theorem 2, we additionally allow for the presence of a positive term in the state

history norm, but the result is new also when this term is taken as zero. Its

proof is reported in Section 5.3.

Theorem 3 (Exp-ISS under an alternative right growth condition) Assume

that there exist a functional V : Xn → R≥0 which is Lipschitz on bounded sets,

a, a > 0, c ≥ 0, and γ ∈ N such that, for all φ ∈ Xn and all v ∈ R
m,

0 ≤ V (φ) ≤ a‖φ‖2 (8)

D+V (φ, f(φ, v)) ≤ −a|φ(0)|2 + c‖φ‖2 + γ(|v|). (9)

Assume further that there exists a symmetric positive definite matrix P ∈ R
n×n

and a constant σ > 0 such that, for all φ ∈ Xn and all v ∈ R
m,

φ(0)⊤Pf(φ, v) ≤ σ(‖φ‖2 + γ(|v|)). (10)

Then there exists c̄ > 0 such that, if c ∈ [0, c̄), the system (2) is exp-ISS. If, in

addition, there exists γ0 ≥ 0 such that γ(s) = γ0s
2 for all s ≥ 0, then (2) is

exp-ISS with linear gain.
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This result provides a right growth condition on the vector field f under

which a point-wise dissipation is enough to guarantee exp-ISS. It is worth stress-

ing that condition (10) holds automatically for any arbitrary positive definite

matrix P when f is globally Lipschitz in the state, uniformly in the input,

namely if there exists ℓ ≥ 0 such that

|f(φ, v) − f(ψ, v)| ≤ ℓ‖φ− ψ‖, ∀φ, ψ ∈ Xn, v ∈ R
n.

In this case, (10) turns out to be satisfied with any γ ∈ N satisfying |f(0, v)|2 ≤
γ(|v|) for all v ∈ R

m. Nevertheless, as can be seen from Examples 1-3 below, the

proposed growth condition is far from being restricted to such class of systems,

thus significantly generalizing [12, Corollary 1]. The requirement (10) can be

interpreted as a condition to guarantee that the current history norm ‖xt‖ is

not too much greater than the current solution norm |x(t)|. More precisely, it

imposes a restriction on the increase rate of the function t 7→ x(t)⊤Px(t).

Rather surprisingly, the above result does not impose any lower bound on

the considered LKF, not even in terms of |φ(0)|: see (8). In particular, it allows

for non-coercive LKFs, which is precious from an application viewpoint.

An immediate consequence of Theorem 3 is the following sufficient condition

for GES.

Corollary 1 (GES under a right growth condition) Assume that there ex-

ist a functional V : Xn → R≥0 which is Lipschitz on bounded sets, a, a > 0 and

c ≥ 0 such that, for all φ ∈ Xn, (8) holds and

D+V (φ, f0(φ)) ≤ −a|φ(0)|2 + c‖φ‖2.

Assume further that there exists a symmetric positive definite matrix P ∈ R
n×n

and a constant σ > 0 such that, for all φ ∈ Xn,

φ(0)⊤Pf0(φ) ≤ σ‖φ‖2.

Then there exists c̄ > 0 such that, if c ∈ [0, c̄), the origin of (1) is GES.
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Remark 1 (Estimate of c̄) The proof shows that c̄ can be picked in Theorem

3 and Corollary 1 as1

c̄ = min
{pm
σ
e−2∆ , 1

} apm
2pM

e−2∆,

where pm, pM > 0 denote the smallest and largest eigenvalues of P respectively.

This may however constitute a conservative estimate of the maximal positive

quadratic term appearing in Driver’s derivative of the considered LKF.

The proof of Theorem 3 consists in explicitly constructing a coercive LKF

with history-wise dissipation in order to invoke Theorem 1. It crucially relies on

the following technical lemma, which originally appeared in [24, Lemma 5.3].

Lemma 1 (From point-wise to LKF-wise) Given any continuously differ-

entiable function W : Rn → R≥0, the functional V0 : Xn → R≥0 defined as

V0(φ) := max
τ∈[−∆,0]

e2τW (φ(τ)), ∀φ ∈ Xn,

is Lipschitz on bounded sets and satisfies

V0(φ) > W (φ(0)) ⇒ D+V0(φ, f(φ, v)) ≤ −2V0(φ)

V0(φ) = W (φ(0)) ⇒ D+V0(φ, f(φ, v)) ≤ max {−2V0(φ),∇W (φ(0))f(φ, v)} .

We will see in the proof of Theorem 3 that this result turns out to be par-

ticularly useful not only to construct a coercive LKF based on a non-coercive

one, but also to impose a LKF-wise dissipation rate.

3.2. Left growth condition

The growth condition of Theorem 3 imposes that solutions do not grow too

fast. The following result shows that a similar statement can be obtained by

requiring that they do not decay too fast. Its proof is provided in Section 5.5.

1See (49) and (47).
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Theorem 4 (Exp-ISS under a left growth condition) Assume that there

exist a functional V : Xn → R≥0 which is Lipschitz on bounded sets, a, a, a > 0,

c ≥ 0 and γ ∈ N such that, for all φ ∈ Xn and v ∈ R
n,

a |φ(0)|2 ≤ V (φ) ≤ a ‖φ‖2 (11)

D+V (φ, f(φ, v)) ≤ −a |φ(0)|2 + c ‖φ‖2 + γ (|v|) . (12)

Assume further that there exists a symmetric positive definite matrix P ∈ R
n×n

and a constant σ > 0 such that, for all φ ∈ Xn and all v ∈ R
m,

φ(0)⊤P f(φ, v) ≥ −σ
(

‖φ‖2 + γ (|v|)
)

. (13)

Then there exists c̄ > 0 such that, if c ∈ [0, c̄), the system (2) is exp-ISS. If, in

addition, there exists γ0 ≥ 0 such that γ(s) = γ0s
2 for all s ≥ 0, then (2) is

exp-ISS with linear gain.

Unlike Theorem 3, this result does require a lower bound on the LKF in

terms of |φ(0)|. Note however that V is not requested to be coercive.

Remark 2 (Estimate of c̄) Although Theorem 4 is an existence result, its

proof provides an explicit estimate of the constant c̄: see (59) where pm, pM > 0

denote the minimal and maximal eigenvalues of P respectively. In particular, c̄

is independent of the function γ. However, here also the reader should be warned

that the above estimate is conservative and in practice larger values of c could

be allowed.

The following result is an immediate consequence of Theorem 4 for input-free

systems.

Corollary 2 (GES under a left growth condition) Assume that there ex-

ist a functional V : Xn → R≥0 which is Lipschitz on bounded sets, a, a, a > 0

and c ≥ 0 such that, for all φ ∈ Xn, (11) holds and

D+V (φ, f0(φ)) ≤ −a |φ(0)|2 + c ‖φ‖2 . (14)
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Assume further that there exists a symmetric positive definite matrix P ∈ R
n×n

and a constant σ > 0 such that, for all φ ∈ Xn,

φ(0)⊤Pf0(φ) ≥ −σ ‖φ‖2 . (15)

Then there exists a constant c̄ > 0 such that, if c ∈ [0, c̄), the origin of (1) is

GES.

The proof of Theorem 4 relies on the following two lemmas, which may be

of independent interest. The first one, proved in Section 5.1, is used to show

that, under the assumptions of Theorem 4, the solutions of (1) exist on R≥0. It

actually ensures a stronger property called robust forward completeness (RFC)

[25, Definition 2.1] or bounded reachability property [26, Definition 4], which

play a key role in the analysis of time delay systems. This property means that,

for all T, r > 0, all x0 ∈ Xn, and all u ∈ Um, the corresponding solution of (2)

satisfies the following implication:

‖x0‖ ≤ r, ‖u‖ ≤ r ⇒ sup
t∈[0,T ]

|x(t)| < +∞.

In other words, starting from any bounded set of initial states and considering

any input lying in any given bounded set, solutions can only reach a bounded

set over any finite time interval.

Lemma 2 (Sufficient condition for RFC) Assume that there exist a func-

tional V : Xn → R≥0 which is Lipschitz on bounded sets, a, c, c̄ ≥ 0, α, α ∈ K∞,

and γ ∈ N such that, for all φ ∈ Xn and all v ∈ R
m,

α(|φ(0)|) ≤ V (φ) ≤ α(‖φ‖) + c̄ (16)

D+V (φ, f(φ, v)) ≤ aα(‖φ‖) + γ(|v|) + c. (17)

Then the system (2) is robustly forward complete.

From the regularity assumptions made on both V and f , the upper bound

(17) is necessarily satisfied for some α ∈ K∞, γ ∈ N , and a, c ≥ 0. The key

requirement in the above lemma therefore lies in the fact that α can also be

picked as a lower bound on V , as imposed by (16).
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The second lemma allows to convert the proof of exp-ISS into specific in-

equalities on the solutions norm.

Lemma 3 (Exp-ISS characterization) The system (2) is exp-ISS if and only

if there exist constants ℓ, T > 0, λ ∈ (0, 1) and a function µ ∈ N such that, for

all x0 ∈ Wn and all u ∈ Um, its corresponding solution satisfies

‖xt‖ ≤ ℓ ‖x0‖ + µ
(
∥

∥u[0,t]
∥

∥

)

, ∀t ∈ [0, T ], (18)

‖xT ‖ ≤ λ ‖x0‖ + µ
(∥

∥u[0,T ]

∥

∥

)

. (19)

Moreover, (2) is exp-ISS with linear gain if and only if the above holds with a

linear function µ ∈ N .

Note that this result allows to consider only initial states x0 that are ab-

solutely continuous, which significantly increases the regularity of the resulting

solutions. In particular it can be shown that, if V is Lipschitz on bounded sets

then, given any x0 ∈ Wn and any u ∈ Um, the map t 7→ V (xt) is locally ab-

solutely continuous (and consequently differentiable almost everywhere) on its

domain of existence: see [27, Theorem 5, Remark 6] or [7, Lemma 2.5].

4. Examples

We illustrate our results through the following three academic examples.

Example 1 (Theorems 3 or 4) Consider the system

ẋ1(t) = −1

2
x1(t) + x2(t− ∆) + x2(t)

(

x1(t)2 + x2(t− ∆)2
)

(20a)

ẋ2(t) = −2x2(t) − x1(t)
(

x1(t)2 + x2(t− ∆)2
)

+ u(t). (20b)

and let f(xt, u(t)) denote its right-hand side. Consider the LKF defined for all

φ = (φ1, φ2)⊤ ∈ X 2 as

V (φ) := φ1(0)2 + φ2(0)2 + 2

∫ 0

−∆

φ2(τ)2dτ. (21)
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Then it holds that

|φ(0)|2 ≤ V (φ) ≤ (1 + 2∆)‖φ‖2, ∀φ ∈ X 2, (22)

which establishes (8) and (11) with a = 1 and a = 1 + 2∆. For all φ ∈ X 2 and

all v ∈ R, its Driver’s derivative along the system’s solutions reads

D+V (φ, f(φ, v)) = − φ1(0)2 + 2φ1(0)φ2(−∆) − 4φ2(0)2 + 2φ2(0)v

+ 2
(

φ2(0)2 − φ2(−∆)2
)

≤ − φ1(0)2 +
1

2
φ1(0)2 + 2φ2(−∆)2 − 4φ2(0)2 + φ2(0)2 + v2

+ 2
(

φ2(0)2 − φ2(−∆)2
)

≤ −1

2
φ1(0)2 − φ2(0)2 + v2

≤ −1

2
|φ(0)|2 + v2, (23)

thus establishing (9) and (12) with a = 1/2 and γ(s) = s2 for all s ≥ 0. Finally,

φ(0)⊤f(φ, v) = −1

2
φ1(0)2 + φ1(0)φ2(−∆) − 2φ2(0)2 + φ2(0)v

≤ −1

4
φ1(0)2 + φ2(−∆)2 − 3

2
φ2(0)2 +

1

2
v2

≤ ‖φ‖2 + γ(|v|), (24)

thus fulfilling (10) with σ = 1 and P = I. Hence, Theorem 3 applies and we

conclude that, for any value of the delay ∆ ≥ 0, (20) is exp-ISS with linear gain.

Similarly,

φ(0)⊤f(φ, v) = −1

2
φ1(0)2 + φ1(0)φ2(−∆) − 2φ2(0)2 + φ2(0)v

≥ −φ1(0)2 − 1

2
φ2(−∆)2 − 5

2
φ2(0)2 − 1

2
v2

≥ −3(‖φ‖2 + γ(|v|)), (25)

thus making the left growth condition (13) fulfilled with σ = 3. So Theorem 4.

can also be invoked to conclude exp-ISS.

Note that the vector field in (20) is not globally Lipschitz, thus making [12,

Corollary 1] inapplicable to conclude exp-ISS. Also, it is worth stressing that the
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considered LKF V does not admit an LKF-wise dissipation rate, so Theorem 2

cannot be invoked either. It is however fair to stress that such a LKF-wise

dissipation could have been obtained by considering the following LKF:

W (φ) = φ1(0)2 + φ2(0)2 +

∫ 0

−∆

e−ρτφ2(τ)2dτ,

for some conveniently chosen ρ > 0. The addition of an exponential term

under the integral is standard in the analysis of time-delay systems. While this

trick does work for some relevant classes of systems [28, Lemma 1], it is not

universal and the possibility offered by Theorems 3 and 4 to consider a point-wise

dissipation significantly simplifies the analysis.

The second example illustrates how the c‖φ‖2 term appearing in (9) and

(12) can be used to guarantee some robustness to modeling errors.

Example 2 (Theorem 3 or 4 for robustness) Consider the system

ẋ1(t) = −1

2
x1(t) + x1(t− ∆) + x2(t)

(

x1(t)2 + x2(t− ∆)2
)

+ εd1(xt) (26a)

ẋ1(t) = −2x2(t) − x1(t)
(

x1(t)2 + x2(t− ∆)2
)

+ u(t) + εd2(xt). (26b)

The only difference with respect to (20) lies in the extra terms d1(xt) and d2(xt)

that represent modeling uncertainties. ε ∈ R represents the intensity of these

uncertainties. We assume that d1, d2 : X 2 → R are Lipschitz on bounded sets

and satisfy, for all φ ∈ X 2,

|di(φ)| ≤ ‖φ‖, ∀i ∈ {1, 2}. (27)

Considering the LKF V defined in (21), it can be seen from (23) and (27) that

D+V (φ, f(φ, v)) ≤ −1

2
|φ(0)|2 + v2 + 2ε (φ1(0)d1(φ) + φ2(0)d2(φ))

≤ −1

2
|φ(0)|2 + v2 + 4|ε|‖φ‖2,

where f is such that the right-hand side of (26) reads f(xt, u(t)). We conclude,

with either Theorem 3 or Theorem 4, that there exists ε̄ > 0 so that exp-ISS is

preserved under such model uncertainties provided that ε ∈ (−ε̄, ε̄). Recalling
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that, for this example, a = σ = pm = pM = 1 and a = 1/2, the estimate

of ε̄ given by Theorem 3 (see Remark 1) reads ε̄1 = e−4∆/16, thus suggesting

a decrease of robustness when the delay ∆ increases. Similarly, recalling that

σ = 3 in the application of Theorem 4, we get from Remark 2 the following

alternative estimate of this tolerable uncertainty:

ε̄2 =
1

8 ⌈2304(1 + 2∆)4⌉
(

∆ + 1
48(1+2∆)2

) ,

which can be checked to be greater than ε̄1 whenever ∆ ≥ 4.5. Combining

Theorems 3 and 4 and letting ε̄ := max{ε̄1, ε̄2}, any ε ∈ (−ε̄, ε̄) preserves exp-

ISS of (26) if the modeling uncertainty satisfies (27).

The following other variant of Example 1 shows that, on some occasions,

condition (10) can be fulfilled while condition (13) is violated.

Example 3 (Theorem 3, but not Theorem 4) Consider the system

ẋ1(t) = −1

2
x1(t) + x1(t− ∆) + x2(t)

(

x1(t)2 + x2(t− ∆)2
)

(28a)

ẋ1(t) = −2x2(t) − x2(t)3 − x1(t)
(

x1(t)2 + x2(t− ∆)2
)

+ u(t). (28b)

The only difference with respect to (20) is the extra term −x2(t)3 appearing in

(28b). This term brings only non-positive terms in Driver’s derivative of the

function V defined in (21), meaning that (23) remains valid when f denotes the

vector field in (28). For the same reason, (24) remains valid as well. Theorem

3 thus applies and the system (28) is exp-ISS with linear gain. Nevertheless,

φ(0)⊤f(φ, v) = −1

2
φ1(0)2 + φ1(0)φ1(−∆) − 2φ2(0)2 − φ2(0)4 + φ2(0)v.

The term −φ2(0)4 cannot be lower-bounded by a term proportional to −‖φ‖2.
Reasoning similarly, we can see that (13) cannot be fulfilled for this system, no

matter the choice of the positive definite matrix P ∈ R
2×2, thus making Theorem

4 inapplicable.
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5. Proofs

5.1. Proof of Lemma 2

Invoking the density of Wn in Xn and the continuity of solutions with respect

to the initial state, it can be shown that robust forward completeness holds even

if we restrict the analysis to initial states in Wn. In other words, it is enough to

show that, given any r, T > 0, there exist R > 0 such that, given any x0 ∈ Wn

and any u ∈ Um, the following implication holds:

‖x0‖ ≤ r , ‖u‖ ≤ r ⇒ sup
t∈[0,T ]

|x(t)| ≤ R. (29)

Consider any x0 ∈ Wn and any u ∈ Um and let x(·) denote the maximal solution

of (2), defined on an interval [−∆, tmax) for some tmax ∈ [0,+∞]. From [29,

Theorem 2.1, p. 41], we know that tmax ∈ (0,+∞]. The function V being

Lipschitz on bounded sets, it can be seen that the map t 7→ V (xt) is then

locally absolutely continuous on [0, tmax): see [27, Theorem 5, Remark 6] or [7,

Lemma 2.5]. Hence, its derivative exists almost everywhere on [0, tmax). Using

[19, Theorem 2], we get from (17) that

d

dt
V (xt) ≤ aα(‖xt‖) + γ(|u(t)|) + c, ∀t ∈ [0, tmax) a.e.

Integrating, it follows that, for all t ∈ [0, tmax),

V (xt) ≤ V (x0) + a

∫ t

0

α(‖xτ‖)dτ +

∫ t

0

(γ(|u(τ)|) + c) dτ.

We then get from (16) that, for all t ∈ [0, tmax),

α(|x(t)|) ≤ α(‖x0‖) + c+ a

∫ t

0

α(‖xτ‖)dτ +

∫ t

0

(γ(|u(τ)|) + c) dτ. (30)

It follows in particular that2, for all t ∈ [∆, tmax),

α(‖xt‖) ≤ α(‖x0‖) + c+ a

∫ t

0

α(‖xτ‖)dτ +

∫ t

0

(γ(|u(τ)|) + c) dτ. (31)

2Note that the interval [∆, tmax) may be empty.
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Moreover, for all t ∈ [0,min{∆, tmax}), it holds that

α(‖xt‖) = max

{

max
τ∈[t−∆,0]

α(|x(τ)|) , max
τ∈[0,t]

α(|x(τ)|)
}

≤ max

{

α(‖x0‖) , max
τ∈[0,t]

α(|x(τ)|)
}

.

Using again (30) and observing that (11) imposes that α(s) + c ≥ α(s) for all

s ≥ 0, it follows that, for all t ∈ [0,min{∆, tmax}),

α(‖xt‖) ≤ max

{

α(‖x0‖) , α(‖x0‖) + c+ a

∫ t

0

α(‖xτ‖)dτ +

∫ t

0

(γ(|u(τ)|) + c) dτ

}

≤ α(‖x0‖) + c+ a

∫ t

0

α(‖xτ‖)dτ +

∫ t

0

(γ(|u(τ)|) + c) dτ. (32)

In view of (31), we conclude that (32) holds for all t ∈ [0, tmax). Invoking

Gronwall-Bellman’s inequality, it follows that, for all t ∈ [0, tmax),

α(‖xt‖) ≤ (α(‖x0‖) + c) eat +

∫ t

0

(γ(|u(τ)|) + c) ea(t−τ)dτ,

meaning that

‖xt‖ ≤ α−1

(

(α(‖x0‖) + c) eat +

∫ t

0

(γ(|u(τ)|) + c) ea(t−τ)dτ

)

. (33)

If tmax were finite, then we would have lim supt→t−max
‖xt‖ = +∞ [29, Theorem

3.2, p. 43], which is incompatible with (33). Hence tmax = +∞. In particular,

given any r, T > 0, if ‖x0‖ ≤ r and ‖u‖ ≤ r, then it holds that

sup
t∈[0,T ]

|x(t)| ≤ α−1

(

(α(r) + c) eaT + (γ(r) + c)
eaT

a

)

,

thus fulfilling (29) and establishing robust forward completeness.

5.2. Proof of Theorem 2

First observe that Lemma 2 readily ensures that all solutions of (2) exist on

R≥0. Using density of C1 ([−∆, 0];Rn) in Xn and continuity of solutions with

respect to the initial state, it is enough to show that there exist k, η > 0 and

µ ∈ N such that, for all x0 ∈ C1 ([−∆, 0];Rn) and all u ∈ Um,

|x(t)| ≤ k‖x0‖e−ηt + µ(‖u[0,t]‖), ∀t ≥ 0. (34)
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Considering any x0 ∈ C1 ([−∆, 0];Rn) and any locally bounded u ∈ Um, since

V is Lipschitz on bounded sets, the mapping t 7→ V (xt) is locally absolutely

continuous on R≥0 (see [27, Theorem 5, Remark 6] or [7, Lemma 2.5]) and we

get from (6) that

d

dt
V (xt) ≤ −aV (xt) + c ‖xt‖ρ + γ (|u(t)|) , ∀t ≥ 0 a.e.

It follows that

d

dt

(

eatV (xt)
)

≤ ceat ‖xt‖ρ + eatγ (|u(t)|) , ∀t ≥ 0 a.e.

Since t 7→ V (xt) is locally absolutely continuous, we get for all t ≥ 0 that

eatV (xt) − V (x0) =

∫ t

0

d

dτ
(eaτV (xτ )) dτ

≤ c

∫ t

0

eaτ ‖xτ‖ρ dτ +

∫ t

0

eaτγ (|u(τ)|) dτ.

It follows from (5) that, for all t ≥ 0,

|x(t)|ρ ≤ e−at

a

(

a ‖x0‖ρ + c

∫ t

0

eaτ ‖xτ‖ρ dτ +

∫ t

0

eaτγ (|u(τ)|) dτ
)

. (35)

In particular, for all t ≥ ∆, we get that

‖xt‖ρ ≤ e−a(t−∆)

a

(

a ‖x0‖ρ + c

∫ t

0

eaτ ‖xτ‖ρ dτ +

∫ t

0

eaτγ (|u(τ)|) dτ
)

. (36)

Moreover, using again (35), it holds for all t ∈ [0,∆] that

‖xt‖ρ = max

{

max
τ∈[t−∆,0]

|x(τ)|ρ , max
τ∈[0,t]

|x(τ)|ρ
}

≤ max

{

‖x0‖ρ ,
1

a

(

a ‖x0‖ρ + c

∫ t

0

eaτ ‖xτ‖ρ dτ +

∫ t

0

eaτγ (|u(τ)|) dτ
)}

≤ 1

a

(

a ‖x0‖ρ + c

∫ t

0

eaτ ‖xτ‖ρ dτ +

∫ t

0

eaτγ (|u(τ)|) dτ
)

,

where the last bound comes from the fact that a ≥ a as ensured by (5). We

conclude that (36) actually holds for all t ≥ 0, which implies that, for all t ≥ 0,

‖xt‖ρ ≤ ae−a(t−∆)

a
‖x0‖ρ +

ea∆

aa
sup

τ∈[0,t]

{

c ‖xτ‖ρ + γ
(

‖u[0,τ ]‖
)}

.
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Invoking [4, Lemma 7.1], we conclude that for every ε > 0 there exists δ > 0

(independent of the solution) such that, for all t ≥ 0,

‖xt‖ρ ≤ aea∆

a
‖x0‖ρe−δt +

ea∆

aa
(1 + ε) sup

τ∈[0,t]

{

(

c ‖xτ‖ρ + γ(‖u[0,τ ]‖)
)

e−δ(t−τ)
}

,

which in turn implies that

sup
τ∈[0,t]

‖xτ‖ρ eδτ ≤ aea∆

a
‖x0‖ρ +

cea∆

aa
(1 + ε) sup

τ∈[0,t]

{

‖xτ‖ρ eδτ
}

+
ea∆

aa
(1 + ε)γ(‖u[0,t]‖)eδt. (37)

Pick ε > 0 small enough that cea∆(1 + ε)/aa < 1, the existence of which is

ensured by (7). Then the constant ξ := 1 − cea∆(1 + ε)/aa is positive and we

get from (37) that, for all t ≥ 0,

‖xt‖ρeδt ≤ sup
τ∈[0,t]

‖xτ‖ρ eδτ ≤ aea∆

aξ
‖x0‖ρ +

ea∆

aaξ
(1 + ε)γ(‖u[0,t]‖)eδt.

The function s 7→ s1/ρ being increasing, it holds that (r + s)1/ρ ≤ (2r)1/ρ +

(2s)1/ρ for all r, s ≥ 0. We conclude that

‖xt‖ ≤
(

2aea∆

aξ

)1/ρ

‖x0‖ e−δt/ρ +

(

2ea∆

aaξ
(1 + ε)

)1/ρ

γ
(

‖u[0,t]‖
)1/ρ

,

which establishes (34) with η := δ and

k :=

(

2aea∆

aξ

)1/ρ

, µ(s) :=

(

2ea∆

aaξ
(1 + ε)

)1/ρ

γ (s)
1/ρ

, ∀s ≥ 0.

We conclude that (2) is exp-ISS. Finally, if γ(s) = γ0s
ρ for some γ0 ≥ 0, then

the obtained gain µ is linear and (2) is exp-ISS with linear gain.

5.3. Proof of Theorem 3

Consider the functional V0 : Xn → R≥0 defined as

V0(φ) := max
τ∈[−∆,0]

e2τφ(τ)⊤Pφ(τ), ∀φ ∈ Xn. (38)

Then it holds that

e−2∆pm‖φ‖2 ≤ V0(φ) ≤ pM‖φ‖2, (39)

21



where pm, pM > 0 denote the smallest and largest eigenvalues of P respectively.

In view of Lemma 1, V0 is also Lipschitz on bounded sets and satisfies

V0(φ) > φ(0)⊤Pφ(0) ⇒ D+V0(φ, f(φ, v)) ≤ −2V0(φ) (40)

V0(φ) = φ(0)⊤Pφ(0) ⇒ D+V0(φ, f(φ, v)) ≤ 2 max
{

−V0(φ), φ(0)⊤Pf(φ, v)
}

.

(41)

Now let W (φ) := V (φ) + εV0(φ) for some ε > 0 to be chosen later. Then W is

Lipschitz on bounded sets and it holds that

εe−2∆pm‖φ‖2 ≤W (φ) ≤ (a+ εpM )‖φ‖2. (42)

Thus, W is a coercive LKF. In view of (40)-(41), we need to consider two cases.

Case 1: V0(φ) > φ(0)⊤Pφ(0). Then we get from (9) and (40) that

D+W (φ, f(φ, v)) ≤ −2εV0(φ) − a|φ(0)|2 + c‖φ‖2 + γ(|v|)

≤ −
(

2εpme
−2∆ − c

)

‖φ‖2 + γ(|v|), (43)

where the last bound comes from (39).

Case 2: V0(φ) = φ(0)⊤Pφ(0). Then we have from (39) that

|φ(0)|2 ≥ V0(φ)

pM
≥ pm
pM

e−2∆‖φ‖2. (44)

It follows from (9) and (41) that

D+W (φ, f(φ, v)) ≤ − a|φ(0)|2 + c‖φ‖2 + γ(|v|)

+ 2εmax
{

−V0(φ) , φ(0)⊤Pf(φ, v)
}

≤ −
(

a
pm
pM

e−2∆ − c

)

‖φ‖2 + γ(|v|)

+ 2εmax
{

−V0(φ) , φ(0)⊤Pf(φ, v)
}

. (45)

Here again, we need to consider two subcases.

Subcase 2.1: −V0(φ) ≥ φ(0)⊤Pf(φ, v). Then we get from (45) that

D+W (φ, f(φ, v)) ≤ −
(

a
pm
pM

e−2∆ − c

)

‖φ‖2 + γ(|v|) − 2εV0(φ)

≤ −
(

a
pm
pM

e−2∆ − c

)

‖φ‖2 + γ(|v|). (46)
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Subcase 2.2: −V0(φ) < φ(0)⊤Pf(φ, v). Then we make use of condition (10) to

get from (45) that

D+W (φ, f(φ, v)) ≤ −
(

a
pm
pM

e−2∆ − c

)

‖φ‖2 + γ(|v|) + 2εφ(0)⊤Pf(φ, v)

≤ −
(

a
pm
pM

e−2∆ − c

)

‖φ‖2 + γ(|v|) + 2εσ(‖φ‖2 + γ(|v|))

≤ −
(

a
pm
pM

e−2∆ − c− 2εσ

)

‖φ‖2 + (1 + 2εσ)γ(|v|).

By picking

ε := a
pm

4σpM
e−2∆, (47)

it follows in particular that

D+W (φ, f(φ, v)) ≤ −
(

a
pm

2pM
e−2∆ − c

)

‖φ‖2 + (1 + 2εσ)γ(|v|). (48)

Combining (43), (46) and (48), we obtain the following inequality, valid for all

φ ∈ Xn and all v ∈ R
m:

D+W (φ, f(φ, v)) ≤ − (c̄− c)‖φ‖2 + γ̄(|v|)

where

c̄ := min

{

2ε ,
a

2pM

}

pme
−2∆ (49)

γ̄(s) := (1 + 2εσ)γ(s), ∀s ≥ 0. (50)

Using (42), we obtain that

D+W (φ, f(φ, v)) ≤ − c̄− c

a+ εpM
W (φ) + γ̄(|v|).

We conclude that W has a history-wise dissipation rate provided that c ∈ [0, c̄).

Exp-ISS of (2) then follows from classical LKF sufficient conditions for exp-

ISS, such as the one recalled as Proposition 1. In the case when γ is a square

function, we see from (50) that γ̄ results in a square function. Exp-ISS with

linear gain then also follows from Proposition 1.
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5.4. Proof of Lemma 3

If (2) is exp-ISS then there exist constants k ≥ 1, η > 0 and a function

µ ∈ N such that, for all x0 ∈ Wn and all u ∈ Um, its solution satisfies

|x(t)| ≤ k‖x0‖e−ηt + µ(‖u[0,t]‖), ∀t ≥ 0, (51)

which implies in particular that

‖xt‖ ≤ k‖x0‖e−ηt + µ(‖u[0,t]‖), ∀t ≥ ∆. (52)

In addition, we have from (51) that, for all t ∈ [0,∆],

‖xt‖ = max

{

max
τ∈[t−∆,0]

|x(τ)| , max
τ∈[0,t]

|x(τ)|
}

≤ max
{

‖x0‖ , k‖x0‖e−ηt + µ(‖u[0,t]‖)
}

.

Since k ≥ 1, it follows that, for all t ∈ [0,∆],

‖xt‖ ≤ k‖x0‖e−η(t−∆) + µ(‖u[0,t]‖), ∀t ∈ [0,∆]. (53)

In view of (52), we conclude that (53) actually holds for all t ≥ 0. In particular,

given any λ ∈ (0, 1), inequalities (18) and (19) hold with ℓ := keη∆ and T :=

∆ + 1
η ln

(

k
λ

)

.

We now proceed to showing the converse. To that aim, suppose that there

exist ℓ, T > 0, λ ∈ (0, 1) and µ ∈ N such that, for all x0 ∈ Wn and all u ∈ Um,

the solution satisfies (18) and (19). Invoking the density of Wn in Xn and the

continuity of solutions with respect to the initial state, it can be shown that

(18) and (19) actually hold for all x0 ∈ Xn and all u ∈ Um. Considering any

x0 ∈ Xn and any u ∈ Um, let x(·) denote the corresponding solution of (2).

Clearly, (18)-(19) and the semigroup property imply that x(·) is defined on R≥0.

Using (19) inductively in conjunction with the semigroup property, we conclude

that, for every i ∈ N≥1,

‖xiT ‖ ≤ λi ‖x0‖ + µ
(∥

∥u[0,iT ]

∥

∥

)

i−1
∑

j=0

λj ≤ λi ‖x0‖ +
1

1 − λ
µ
(∥

∥u[0,iT ]

∥

∥

)

.
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Defining η := 1
T ln

(

1
λ

)

> 0, we get that

‖xiT ‖ ≤ e−iηT ‖x0‖ +
1

1 − λ
µ
(∥

∥u[0,iT ]

∥

∥

)

.

Using (18) and the semigroup property, it follows that, for every i ∈ N≥1 and

for every τ ∈ [0, T ],

‖xiT+τ‖ ≤ ℓe−iηT ‖x0‖ +

(

ℓ

1 − λ
+ 1

)

µ
(
∥

∥u[0,iT+τ ]

∥

∥

)

.

Notice that, by (18), the above estimate holds for i = 0 as well. Since for every

t ≥ 0 there exists i ∈ N and τ ∈ [0, T ) such that t = iT + τ , we obtain that

‖xt‖ ≤ ℓe−η(t−τ) ‖x0‖ +

(

ℓ

1 − λ
+ 1

)

µ
(∥

∥u[0,t]
∥

∥

)

≤ ℓeηT ‖x0‖ e−ηt +

(

ℓ

1 − λ
+ 1

)

µ
(
∥

∥u[0,t]
∥

∥

)

,

and exp-ISS follows. If µ is linear then the obtained ISS gain is linear too.

5.5. Proof of Theorem 4

Let pm, pM > 0 denote respectively the smallest and largest eigenvalues of P .

We assume that (11), (12) and (13) hold for some c ∈ (0, c̄], where c̄ is a positive

constant to be defined later. The proof for the case c = 0 is completely similar

(and far easier). First observe that, by Lemma 2, the system is robustly forward

complete. In particular, its solutions exist on R≥0. The proof relies on Lemma

3. Given any x0 ∈ Wn and any u ∈ Um, let x(·) denote the corresponding

solution of (2). Since V is Lipschitz on bounded sets, the mapping t 7→ V (xt)

is then locally absolutely continuous (as ensured by [27, Theorem 5, Remark 6]

or [7, Lemma 2.5]), and we get from (12) that

d

d t
V (xt) ≤ −a |x(t)|2 + c ‖xt‖2 + γ (|u(t)|) , ∀t ≥ 0 a.e.

Integrating, we get that, for all t ≥ 0,

V (xt) + a

∫ t

0

|x(τ)|2 dτ ≤ V (x0) + ct max
τ∈[0,t]

‖xτ‖2 + tγ
(
∥

∥u[0,t]
∥

∥

)

. (54)

Using (11), it follows in particular that, for all t ≥ 0,

|x(t)|2 ≤ a

a
‖x0‖2 +

ct

a
max

τ∈[−∆,t]
|x(τ)|2 +

t

a
γ
(
∥

∥u[0,t]
∥

∥

)

.
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Consequently, for all t ≥ 0,

max
τ∈[−∆,t]

|x(τ)|2 = max

{

max
τ∈[−∆,0]

|x(τ)|2 , max
τ∈[0,t]

|x(τ)|2
}

≤ max

{

‖x0‖2 ,
a

a
‖x0‖2 +

ct

a
max

τ∈[−∆,t]
|x(τ)|2 +

t

a
γ
(∥

∥u[0,t]
∥

∥

)

}

≤ a

a
‖x0‖2 +

ct

a
max

τ∈[−∆,t]
|x(τ)|2 +

t

a
γ
(∥

∥u[0,t]
∥

∥

)

,

where we used the fact that a ≥ a as ensured by (11). In particular, for all

t ∈ [0, a
2c ], it holds that

max
τ∈[−∆,t]

|x(τ)|2 ≤ a

a− ct
‖x0‖2 +

t

a− ct
γ
(∥

∥u[0,t]
∥

∥

)

≤ 2a

a
‖x0‖2 +

2t

a
γ
(∥

∥u[0,t]
∥

∥

)

, (55)

which in turn implies that, for all T ∈ [0, a
2c ] and all t ∈ [0, T ],

‖xt‖ ≤
√

2a

a
‖x0‖ +

√

2T

a

√

γ
(∥

∥u[0,t]
∥

∥

)

. (56)

On the other hand, we have from (11) and (54) that, for all t ∈ [0, T ],

∫ T

0

|x(τ)|2 dτ ≤ a

a
‖x0‖2 +

cT

a
max
τ∈[0,t]

‖xτ‖2 +
T

a
γ
(∥

∥u[0,T ]

∥

∥

)

. (57)

Combining (55) and (57), we get for all T ∈
[

0, a
2c

]

:

∫ T

0

|x(τ)|2 dτ ≤ a

a

(

1 +
2cT

a

)

‖x0‖2 +
T

a

(

1 +
2cT

a

)

γ(‖u[0,T ]‖)

≤ 2a

a
‖x0‖2 +

2T

a
γ(‖u[0,T ]‖). (58)

Pick

ε :=
pma

2

16a2σ
q :=

⌈ pM
σε2

⌉

, T := q(∆ + ε), c̄ :=
a

2T
, (59)

and consider the function µ ∈ N defined for all s ≥ 0 as

µ(s) :=
4√
a

max

{

√
2T ,

√

a

pm

(

pMT

aqε
+ σε

(

1 +
2T

a

))

}

√

γ(s). (60)

Then it follows readily from the definition of c̄ in (59) that, for all c ∈ (0, c̄],

T ∈
(

0,
a

2c

]

, (61)
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and it can be checked from the definitions of q and ε in (59) that

qε

pM

(

pma

2a
− 4εσa

a

)

>
2a

a
.

Consequently, there exists λ ∈ (0, 1) such that

qε

pM

(

pma

2a
λ2 − 4εσa

a

)

>
2a

a
. (62)

Also, considering separately the two possible values that the max in (60) may

take, it can be checked that the following two properties hold for all s ≥ 0:

µ(s) −
√

2T

a

√

γ(s) ≥ µ(s)

2
(63)

qε

pM

(

apm
8a

µ(s)2 − 2σε

(

1 +
2T

a

)

γ(s)

)

≥ 2T

a
γ(s). (64)

We show next that the estimate

‖xT ‖ ≤ λ ‖x0‖ + µ
(∥

∥u[0,T ]

∥

∥

)

(65)

holds with the constant T given in (59), the function µ provided in (60), and

any λ ∈ (0, 1) satisfying (62) with the constants provided in (59). The proof of

(65) is made by contradiction. Suppose that it does not hold for some x0 ∈ Wn

and some u ∈ Um, namely:

‖xT ‖ > λ ‖x0‖ + µ(
∥

∥u[0,T ]

∥

∥). (66)

We know from (56) and the semi-group property that

‖xT ‖ ≤
√

2a

a
‖xt‖ +

√

2T

a

√

γ
(
∥

∥u[0,T ]

∥

∥

)

, ∀t ∈ [0, T ].

This, combined with (66), gives for all t ∈ [0, T ]:

‖xt‖ >
√

a

2a

(

λ ‖x0‖ + µ(‖u[0,T ]‖) −
√

2T

a

√

γ(‖u[0,T ]‖)

)

.

It follows that, for each i ∈ {0, . . . , q−1}, there exists ti ∈ [i(∆ + ε), i(∆ + ε) + ∆]

such that

|x(ti)| >
√

a

2a

(

λ ‖x0‖ + µ(‖u[0,T ]‖) −
√

2T

a

√

γ(‖u[0,T ]‖)

)

≥ λ

√

a

2a
‖x0‖ +

1

2

√

a

2a
µ(‖u[0,T ]‖), (67)
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where we used (63) to obtain the last bound. On the other hand, inequality

(13) implies that, for almost all t ≥ 0,

d

dt

(

x(t)⊤Px(t)
)

≥ −2σ
(

‖xt‖2 + γ
(
∥

∥u[0,t]
∥

∥

)

)

.

Recalling that ti ≤ i(∆ + ε) + ∆, it holds from the definition of T in (59) that

ti + ε ≤ T for all i ∈ {0, . . . , q − 1}. It follows from (55) that, for almost all

t ∈ [ti, ti + ε],

d

d t

(

x(t)⊤Px(t)
)

≥ −4σa

a
‖x0‖2 − 2σ

(

1 +
2T

a

)

γ(‖u[0,t]‖)

≥ −4σa

a
‖x0‖2 − 2σ

(

1 +
2T

a

)

γ(‖u[0,T ]‖).

By integration, we get for all i ∈ {0, . . . , q − 1} and all t ∈ [ti, ti + ε] that

x(t)⊤Px(t) ≥ x(ti)
⊤Px(ti) −

4εσa

a
‖x0‖2 − 2σε

(

1 +
2T

a

)

γ(‖u[0,T ]‖).

It follows that, for all i ∈ {0, . . . , q − 1} and all t ∈ [ti, ti + ε],

|x(t)|2 ≥ pm
pM

|x(ti)|2 −
4εσa

pMa
‖x0‖2 −

2σε

pM

(

1 +
2T

a

)

γ(‖u[0,T ]‖).

Combining this with (67) yields

|x(t)|2 ≥ pm
pM

(

λ

√

a

2a
‖x0‖ +

1

2

√

a

2a
µ(‖u[0,T ]‖)

)2

− 4εσa

pMa
‖x0‖2 −

2σε

pM

(

1 +
2T

a

)

γ(‖u[0,T ]‖)

≥ pma

pMa

(

λ2

2
‖x0‖2 +

1

8
µ(‖u[0,T ]‖)2

)

− 4εσa

pMa
‖x0‖2 −

2σε

pM

(

1 +
2T

a

)

γ(‖u[0,T ]‖)

≥ 1

pM

(

pmλ
2a

2a
− 4εσa

a

)

‖x0‖2

+
1

pM

(

pma

8a
µ(‖u[0,T ]‖)2 − 2σε

(

1 +
2T

a

)

γ(‖u[0,T ]‖)

)

,
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for all t ∈ [0, T ]. Noticing that the intervals (ti, ti + ε), i ∈ {0, ..., q − 1}, are

disjoint subsets of [0, T ], we conclude that

∫ T

0

|x(τ)|2 dτ ≥
q−1
∑

i=0

∫ ti+ε

ti

|x(τ)|2 dτ

≥ qε

pM

(

pmλ
2a

2a
− 4εσa

a

)

‖x0‖2 (68)

+
qε

pM

(

pma

8a
µ(‖u[0,T ]‖)2 − 2σε

(

1 +
2T

a

)

γ(‖u[0,T ]‖)

)

.

Observe that x0 6= 0. Indeed, if x0 was zero, then we would have from (56) and

(63) that ‖xT ‖ ≤
√

γ(‖u[0,T ]‖)
√

2T/a ≤ µ(‖u[0,T ]‖)/2, which is incompatible

with (66). Based on this, we finally get from (62), (64) and (68) that

∫ T

0

|x(τ)|2 dτ > 2a

a
‖x0‖2 +

2T

a
γ(‖u[0,T ]‖).

Confronting this lower bound with the upper bound provided in (58), we obtain

a contradiction. Thus, given any x0 ∈ Wn and any u ∈ Um, estimate (65) holds

with the constant T given in (59), the function µ ∈ N proposed in (60), and

any λ ∈ (0, 1) satisfying (62) for the constants introduced in (59). Exp-ISS then

directly follows from Lemma 3, by invoking (56) and (65). Finally, in view of

(60), the obtained gain µ is indeed linear if γ is a square function.

6. Conclusion

We have presented two growth conditions under which a point-wise dissipa-

tion is enough to establish exp-ISS for time-delay systems. These results are

new even in the input-free case and significantly extend the class of systems

that can be addressed by a point-wise dissipation. They also show that a posi-

tive quadratic term involving the whole state history function can be added to

the LKF derivative without compromising exp-ISS. Although probably conser-

vative, explicit estimates are provided on the strength of this additional term.

We have shown with an example how this extra term can be useful to conduct

robustness analysis with respect to modeling uncertainties.
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Despite their apparent similarities, the proofs of Theorems 3 and 4 are rad-

ically different: the former relies on the explicit construction of a coercive LKF

with history-wise dissipation, whereas the latter relies on a solutions-based con-

tradiction argument. We have not been able to unify the two proofs which,

we believe, could provide an interesting direction of research in order to gain

insights on these conditions and envision possible ways to further improve them.

Another obvious line of research would be to investigate whether exp-ISS

(or GES) can be established under a point-wise dissipation without any growth

restrictions. This question remains open and is in line with the conjecture

proposed in [10] that ISS can be established through a point-wise dissipation.
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