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Abstract—This paper presents a fast and efficient fault isolation
method in 7-phase electrical machines based on the phase
currents projections in the stationary reference frames. The
study considers both non incipient faults with 15% to 30% fault
severities, and incipient ones whose severities vary 1% to 6%.
The noise level effect on the fault isolation is also considered.
The fault features are extracted from the transformed currents
in the frequency domain. The features are processed with a
multi-step classification methodology based on usual techniques
(principal component analysis, linear discriminant analysis and
support vector machine). The simulation results show that the
fault classification under low noise level conditions is effective
with an accuracy higher than 98%. However, when the noise
level increases, the proposal fails to classify incipient faults.

Index Terms—Fault isolation, Stationary frame, Non-incipient
faults, Incipient faults, Noise levels

I. INTRODUCTION

FAult Detection and Diagnosis (FDD) can be decomposed
in three steps: detection (detect if a change has occurred),

isolation (isolate the fault location and type), and estimation
(estimate the fault severity) [1].

Once the fault is detected, it can be isolated and its severity
estimated. Indeed, in a complex system the faults can affect
any component (electrical machine, energy storage systems,
cables, connectors, ...) [2]. The fault type identification and
its location are important steps for an accurate fault estima-
tion that is crucial for maintenance and reliability purposes.
Therefore, this work will mainly focus on the isolation process.
Undoubtedly, the wide range of fault types is a significant chal-
lenge to fault isolation [3]. In recent years, advanced machine
learning techniques, such as deep learning and reinforcement
learning, are actively investigated to improve fault isolation
performance [4]–[8]. For example, in [4], the authors proposed
applying a Back-Propagation (BP) neural network architecture
as an alternative method for fault detection, classification, and
isolation in a transmission line system. In [5], the authors
presented a novel fault classification method for high-speed
relay protection systems based on multiple neural networks.
Besides, there is a growing trend to combine the advantages
of model-based and data-driven approaches for fault isolation,
especially for non-linear systems [9]–[12]. In [11], the authors
proposed a combined approach that integrated Cuckoo Search
Optimization (CSO) and Relevance Vector Machine (RVM) to
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classify open and short-circuit faults in three-phase inverter,
which aimed to achieve higher fault classification accuracy
while minimizing the training and testing durations. Reference
[12] proposed a method for classifying any-phase or multi-
phase faults on transmission lines using Radial Basis Function
Neural Network (RBFNN) and Recursive Least Squares (RLS)
algorithm. Although these advanced machine learning meth-
ods can handle complex high-dimensional data, they usually
require huge amount of training data to achieve optimal
performance. If not, the learned models may be biased or
inaccurate. Additionally, preparing and collecting large, high-
quality datasets can be time- and resource-intensive. Therefore,
the approach proposed in this paper relies only on fault
features in the frequency domain and simple and popular
approaches to isolate fault types, as the follow-up in [13].

In [13], the authors developed an analytical model of the
phase currents in a 7-phase machine, with a focus on the
transformed components in the stationary reference frames.
This model assumed that most of the faults in the electrical
drive affect the parameters (amplitude, bias and phase shift) of
the phase currents. It was shown that the transformed currents
in the fictitious four machines are effective fault features
with significant fault signatures in the frequency domain. The
DC and fundamental components are of particular interest.
Consequently, the proposed fault classification method is based
on these features. The performance of the classification will be
analysed for non incipient and incipient faults with different
fault severities, and under varying noise levels.

The contributions of this paper are: (1) Proposal of fault
isolation features: the amplitude of 0F and 1F components
of the transformed phase currents. (2) Fault isolation analysis
for non incipient and incipient fault types with different fault
severities. (3) Fault isolation performance under different noise
levels.

The paper is organized as follows: Section II briefly in-
troduces the analytical model and the dataset. Section III
presents several classification approaches. Section IV discusses
different scenarios (non incipient and incipient faults under
different noise levels). The conclusion and perspectives are
given in Section V.
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II. DATA DESCRIPTION

The phase currents in 7-phase machines can be modelled in
the natural, stationary (α, β), or synchronous (d, q) frame. The
stationary and synchronous frames are based on a decomposi-
tion of the actual machine into four fictitious machines: a one-
phase Homopolar Machine (HM) and three independent and
orthogonal coordinate fictitious machines: Principal Machine
(PM), Secondary Machine (SM), and Tertiary Machine (TM),
in α−β planes or d−q planes [13]. In the following, only the
(α, β) reference frame is considered due to space limitation.

The faulty currents in the natural frame can be expressed
in (1). It is assumed that that no matter the fault type
and evolution, the fault effect on the phase currents can be
emulated with three parameters (4ij , φj and γj). The faulty
currents, projected into the stationary frame with the Clarke
transformation, are expressed in (2).

ij(j=1...7)f = I
√

2(1 +4ij)sin(θ+ (1− j)ϕ+φj) + γj (1)

where, θ = ωt, ω is the angular frequency, t is the current time,
ϕ is the natural phase shift equal to 2π

7 in 7-phase machine,
I is the RMS value of the phase current. 4ij , φj and γj will
represent the fault parameters resulting in a modification of
the amplitude, initial phase shift, and bias, respectively.

Fault frequencies in the stationary frame are summarized in
TABLE I. The spectrum of the faulty current in the stationary
frame includes DC (0F ) and/or fundamental component (1F ).

TABLE I: Fault frequencies in the stationary frame

Case Current
Harmonic

Case Current
Harmonic

0F 1F 0F 1F

H

PM
ipα ×

G

PM
ipα ×

ipβ × ipβ ×

SM
isα SM

isα ×
isβ isβ ×(1)

TM
itα TM

itα ×
itβ itβ ×(1)

HM i0 HM i0 ×

PS

PM
ipα ×

MV

PM
ipα × ×

ipβ × ipβ ×(2) ×

SM
isα ×

SM
isα ×

isβ ×(1) isβ ×(3)

TM
itα ×

TM
itα ×

itβ ×(1) itβ ×(3)

HM i0 × HM i0 ×

H: healthy conditions; G: gain fault; PS: phase shift fault; MV: mean value fault.
(1) For phase 1, no 1F component for isβ and itβ .
(2) For phase 1, no 0F component for ipβ .
(3) For phase 1, no 0F component for isβ and itβ .

The amplitudes of the transformed currents in the stationary
frame will be used as features to isolate the faults. The dataset
(TABLE II) is composed of:
• Three fault types: gain fault (g), phase shift fault (ps) and

mean value fault (mv).
• Several fault severities: incipient faults [1% to 6%] and

non incipient faults [15% to 30%].
• Different noise levels: 20 dB and 5 dB. The noise level is

defined by considering the Signal to Noise Ratio (SNR),

SNR = 10× log10
σ2
s

σ2
υ

, where, σ2
s is the variance of the

signal, and σ2
υ the variance of the Gaussian distributed

noise, υ ∼ N (0, σ2
υ).

There are two components (0F and 1F ) for the seven
currents in total, under study. Thus the data matrix Ỹ [N×M ]

is expressed in (3), where, N is the number of samples, and
M the number of variables equal to 14. In the following, the
fault classification will be evaluated for both fault types (non
incipient and incipient) with different fault severities and noise
levels.

III. ISOLATION TECHNIQUES

For this application, linear (Principal Component Analysis,
Linear Discriminant Analysis), and non linear techniques
(Support Vector Machine) are investigated. Indeed, these tech-
niques are very popular and already successfully used in
several applications.

A. Principal Component Analysis (PCA)

Principal Component Analysis, an unsupervised method,
initially proposed by Pearson (1901) and later developed by
Hotelling (1947), is a standard multivariate technique. Its main
advantage is its ability to identify the underlying structure
or patterns in high-dimensional data through a projection
into a lower-dimensional space, while keeping the maximum
information variance [14].

The PCA is done in the following steps:
1) Normalize the data to have zero mean and unit variance:

Ỹ [N×M ] = [ỹpα(0F ), · · · , ỹ0(0F ), ỹpα(1F ), · · · , ỹ0(1F )]

=



ỹ1−pα(0F ) · · · ỹ1−pα(1F ) · · ·
...

...
...

...
ỹi−pα(0F ) · · · ỹi−pα(1F ) · · ·

...
...

...
...

ỹN−pα(0F ) · · · ỹN−pα(1F ) · · ·


(4)

where, N is the number of samples, i ∈ [1, N ], and M
the number of variables equal to 14.

2) Compute the covariance matrix C[M×M ].
3) Compute the eigenvectors (P[M×M ]) and eigenvalues

(Λ[M×M ]) of the covariance matrix C[M×M ]. The eigen-
vectors represent the principal components, while the
eigenvalues show the explained variance of each com-
ponent.

CP = ΛP (5)

Λ =


λ1

. . .
λj

. . .
λM

 (6)

P = [p1 · · · pj · · · pM ] (7)
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i0
ipα
ipβ
itα
itβ
isα
isβ


=

√
2

7



1√
2

1√
2

1√
2

1√
2

1√
2

1√
2

1√
2

1 cos(ϕ) cos(2ϕ) cos(3ϕ) cos(4ϕ) cos(5ϕ) cos(6ϕ)
0 sin(ϕ) sin(2ϕ) sin(3ϕ) sin(4ϕ) sin(5ϕ) sin(6ϕ)
1 cos(2ϕ) cos(4ϕ) cos(6ϕ) cos(8ϕ) cos(10ϕ) cos(12ϕ)
0 sin(2ϕ) sin(4ϕ) sin(6ϕ) sin(8ϕ) sin(10ϕ) sin(12ϕ)
1 cos(3ϕ) cos(6ϕ) cos(9ϕ) cos(12ϕ) cos(15ϕ) cos(18ϕ)
0 sin(3ϕ) sin(6ϕ) sin(9ϕ) sin(12ϕ) sin(15ϕ) sin(18ϕ)





i1
i2
i3
i4
i5
i6
i7


(2)

TABLE II: Number of samples in the simulations

SNR

(dB)

Fault

types

Number of samples

incipient faults non incipient faults

1% 2% 3% 4% 5% 6% 15% 20% 25% 30%

20

g 200 200 200 200 200 200 200 200 200 200

ps 200 200 200 200 200 200 200 200 200 200

mv 200 200 200 200 200 200 200 200 200 200

5

g 200 200 200 200 200 200 200 200 200 200

ps 200 200 200 200 200 200 200 200 200 200

mv 200 200 200 200 200 200 200 200 200 200

g: gain fault; ps: phase shift fault; mv: mean value fault.

Ỹ [N×M ] = [ỹpα(0F ), ỹpβ(0F ), ỹsα(0F ), ỹsβ(0F ), ỹtα(0F ), ỹtβ(0F ), ỹ0(0F ),

ỹpα(1F ), ỹpβ(1F ), ỹsα(1F ), ỹsβ(1F ), ỹtα(1F ), ỹtβ(1F ), ỹ0(1F )]
(3)

4) Sort the eigenvalues in descending order to determine
the eigenvectors that span the principal and residual
subspaces. Typically, the principal subspace is spanned
with the eigenvectors whose Cumulative Percent of
Variance (CPV) is higher than 95%.

CPV(l) =

∑l
j=1 λj∑M
j=1 λj

≥ 95% (8)

5) Create the projection matrix whose columns are the
eigenvectors. This matrix will be used to project the
actual data into lower-dimensional subspaces (principal
or residual).

˜̃
Y [N×l] = Ỹ [N×M ]P[M×l] (9)

B. Linear Discriminant Analysis (LDA)

Linear Discriminant Analysis is a supervised machine learn-
ing algorithm that can discriminate classes that can be linearly
separated. It is based on the simultaneous maximisation of
inter-class and minimization intra-class variances [15]. The
key point is the computation of the inter-class matrix Sb

and intra-class matrix Sw from which the eigenvalues and
eigenvectors of the matrix Sw

−1Sb can be obtained.

Sb =

p∑
k=1

Nk(µk − µ)(µk − µ)T (10)

Sw =

p∑
k=1

∑
ỹ∈Ỹ k

(ỹ − µk)(ỹ − µk)T (11)

where, Nk(k = 1, 2, · · · , p) is the number of the kth class,
Ỹ k(k = 1, 2, · · · , p) is the set of the kth class, µk(k =
1, 2, · · · , p) is the mean value of the kth class, µ is the mean
value of the whole samples.

LDA exhibits higher classification performance than PCA
when the main change between the sampled data affect the
average values. LDA and PCA are optimal when the data
follow a Gaussian distribution, which is the case in this study
as shown in [16]. Therefore, they can be used in the following.

C. Support Vector Machine (SVM)

Support Vector Machine is a supervised machine learning
algorithm that can handle the separation of classes, which are
linearly or non-linearly separable. The main idea behind SVM
is to find an optimal hyperplane that best separates the data
points of different classes in the feature space. In non-linear
cases, the key is to choose an appropriate kernel function
to map the input features into a higher dimensional space.
Common kernel functions include linear, polynomial, Radial
Basis Function (RBF), and sigmoid [17].

IV. NUMERICAL SIMULATIONS

In the following simulations, we consider three single non
incipient faults [15% to 30%] and three single incipient faults
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[1% to 6%] under different noise levels (20 dB and 5 dB), to
evaluate the classification performance.

A. Low noise level case

In this section, the noise level is considered as low with
a SNR set to 20 dB. First, the data matrix Ỹ is analyzed
using PCA. The results are depicted in Fig. 1. From the initial
fourteen variables, we can observe that the cumulative sum of
the first three principal components exceeds 95% (Fig. 1-a).
However, if the data is projected in the subspace defined by
the first two principal components (representing almost 90% of
the initial total information), the two classes (non incipient and
incipient faults) can be linearly separated (Fig. 1-b). Therefore,
LDA can be used for fault isolation.

1 2 3

Principal Component

0

10

20

30

40

50

60

70

80

90

V
a
ri
a
n
c
e
 E

x
p
la

in
e
d
 (

%
)

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

X 1

Y 59.5228

X 2

Y 30.1834

X 3

Y 7.43944

(a) percentage explained by each component

-5 0 5 10

1st Principal Component

-4

-2

0

2

4

6

2
n
d
 P

ri
n
c
ip

a
l 
C

o
m

p
o
n
e
n
t

non incipient g non incipient ps non incipient mv

incipient g incipient ps incipient mv

(b) 1st - 2nd PCA representation

Fig. 1: PCA results wtith SNR = 20 dB

The LDA classification results are presented in (Fig. 2).
It can be observed that after the first processing the non
incipient faults are clearly separated. However, a second step is
necessary to separate the data for incipient faults as displayed
in (Fig. 3). But, there is still an overlap between the incipient
gain fault and incipient phase shift fault. These two classes will
be separated with SVM. The presented results are obtained
with the following variables: ỹ0F and ỹ1F of ipα. The
classification is evaluated successfully with other variables. A
linear kernel is utilized. The results are illustrated in Fig. 4. It
can be observed that the separation is highly satisfactory, with
an accuracy higher than 98.8%, as displayed in the confusion
matrix presented in (12). It can be concluded that when the
measurement noise level is low, non incipient and incipient

faults can be clearly separated with a linear classifier in a lower
dimension feature space. However, in the case of incipient
faults, a higher dimension is required with a linear SVM to
handle the overlap between gain and phase shift faults. Finally,
the flowchart of the classification is shown in Fig. 5.
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Fig. 2: Step 1: LDA classification when SNR = 20 dB
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Fig. 3: Step 2: LDA classification when SNR = 20 dB
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Fig. 4: Step 3: Linear SVM classification when SNR = 20 dB

confusion matrix =

[
98.9% 1.1%
1.2% 98.8%

]
(12)
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Faulty time series phase current
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Linear SVM
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Fig. 5: Fault isolation flowchart with SNR = 20 dB

B. High noise level case

In this section, we assume that the phase current measure-
ments are highly corrupted with the noise, with SNR set to
5dB. The PCA results are presented in Fig. 6. Fig. 6-b shows
significant overlaps in the 2D frame spanned by the first two
principal components. This is confirmed by the cumulative
sum percentage displayed in Figure 6-a from which it can be
observed that PCA will not be effective in this case. One can
only expect a separation of the non incipient and incipient
classes.
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Fig. 6: PCA results with SNR = 5 dB

The LDA results are displayed in Fig. 7. One can observe
an improvement because the non incipient mean value fault
can now be discriminated from all the other ones.
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Fig. 7: Step 1: LDA classification when SNR = 5 dB

Then, LDA is performed on the data matrix from which the
mean value fault data are removed. The results are shown in
Fig. 8, and the confusion matrix, in (13). There is a significant
improvement as the remaining non incipient faults can be
separated.
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Fig. 8: Step 2: LDA classification results with SNR = 5 dB

confusion matrix =

[
95.2% 4.8%
2.8% 97.2%

]
(13)

The classification of non incipient gain and phase shift faults
can be improved with a linear SVM classifier as shown in Fig.
9, and the confusion matrix in (14). Non incipient gain and
phase shift faults can be separated with an accuracy higher
than 98.5%.

confusion matrix =

[
98.6% 1.4%
1.5% 98.5%

]
(14)

From the previous results, it can be concluded that PCA,
LDA and even SVM with a non linear kernel failed to classify
incipient faults when the phase currents measurements are
highly corrupted with noise. Consequently, the classification
flowchart under high noise level conditions is depicted in Fig.
10.
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Fig. 10: Fault isolation flowchart with SNR = 5 dB

V. CONCLUSION

This paper proposes a fault classification methodology
based on popular simple classifiers (PCA, LDA and SVM)
to discriminate faults in 7-phase electrical machines. The pro-
posal is evaluated for different fault severities (non incipient
and incipient faults) and under high and low noise levels. The
proposal uses the amplitudes of phase currents projected in
the Clarke stationary reference frames.

The simulation results show that under low noise level,
the multiple-step classification methodology is successful in
separating non incipient faults from incipient ones, and also
successful in discriminating the fault types. However, when
the noise level increases, the proposal is only successful in
discriminating non incipient faults from incipient ones, and
separating non incipient fault types. Future works will be
devoted to find more relevant incipient fault features. Mixed
faults could also be considered as they may be representative
of faults that may occur with the complex system.
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