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and
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Abstract—Source localization in reverberant environments has
been a prominent research topic in the past two decades. In this
paper, instead of the commonly employed time-frequency (TF)
bin based methods which rely on empirically selected threshold
values, we leverage the microphone array signal model com-
prising an early reverberant component and a late reverberant
component, to propose a novel method for the source localization
problem in reverberant environments. QOur proposed criterion
involves the joint removal of the late reverberant component
using the multi-channel linear prediction (MCLP) filter, while
estimating the directions of arrival (DOAs) of the actual sources
using the early component signals. By applying the azimuth
sparsity constraint, the true DOA can be estimated with high
resolution and free from the interference of the early reflections.
To solve the proposed criterion, DOAs, source signals, and
MCLP filter coefficients are estimated by alternative iterations.
Additionally, we present a source localization criterion specifically
designed for the single source scenario as a special case of the
multiple sources scenario. Finally, a source number estimation
method and a postprocessing procedure are discussed for search-
ing the global solutions to our proposed criteria. Evaluations with
both simulated and realistic data demonstrate the advantages of
our proposed methods over the baseline methods.

Index Terms—DOA estimation, MCLP, reverberation, sparsity,
PALM

I. INTRODUCTION

Multiple sources localization problem is of great importance
for numerous applications such as speech enhancement, source
separation, and acoustic imaging. The conventional source
localization methods, including the steered response power
with phase transform (SRP-PHAT)/beamforming [1], the mul-
tiple signal classification (MUSIC) [2], and the maximum
likelihood [3], have been widely investigated and proven
efficient in real applications. However, the performance of
these methods degrades severely in environments with high
noise and reverberation.

To address the challenge of reverberation, many methods
have been developed based on the multi-channel linear pre-
diction (MCLP) filter in time domain or in short time Fourier
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transform (STFT) domain. The STFT-based approach is ade-
quate for wideband signals due to its parallel implementation
at each frequency bin [4][5]. Early signals can be obtained
by removing the delayed microphone signal components of
earlier frame indices filtered with the MCLP filter, where the
coefficients of filters are to be estimated on-line [6][7][8] or
off-line [4][5]. The early signals can be obtained for one single
microphone or all the microphones in the array [4]. In [5], the
generalized weight prediction error (GWPE) method is pro-
posed, modelling the early signals as time-dependent complex
Gaussian and solving a cost function based on the correlation
between the early signals iteratively. Various efforts have been
made to improve the performance of the MCLP filter. Instead
of Gaussian distribution assumption, a sharper distribution
such as Lapacian [9] or a distribution with a heavier tail
such as Student’s t-dsitribution [10] have been found more
appropriate for describing the statical characteristics of the
information bearing signals including speech and music sig-
nals. The order of the prediction filter is assumed to be known
a-priori. However, a too large order leads to over-estimate
the reverberation and distort the desired signals, while a too
small order brings more residual reverberation. To solve this
problem, the MCLP filter coefficients are modelled with a prior
Gaussian distribution in [10], and a statistical model for late
reverberation is proposed to avoid the over-estimation of the
undesired late reverberant component in [11]. As demonstrated
by[12], the MCLP method and the beamforming methods are
more suitable for predominant late-reverberant environments
and predominant noise environments, respectively. Combina-
tions of beamforming and MCLP filter have been introduced
for dereverberation in noisy environments [13][14][15]. To
achieve high-efficiency dereverberation in noisy environments,
the MCLP can either work alone [16] or combine with a spatial
filter [17][18][19] in the Kronecker product array framework,
or combine with the generalized sidelobe cancellation filter
in the Kalman filter framework [20]. In [21], a deep neural
network is trained to predict the direct sound from noisy-
reverberant speech, rather than exploiting the linear filter
structure. To the best of our knowledge, few work on the
MCLP filter has been proposed for source localization in
reverberant environments [22].

The commonly used source localization methods in rever-
berant environments are based on the W-disjoint orthogonal
(WDO) assumption [23] that at most one source is dominant
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with respect to other sources at one time-frequency (TF)
bin. Extensive research has focused on selecting such bins
to enhance the robustness of the source localization methods
against reverberations. The single source regions (SSRs) and
low reverberant single source (LRSS) regions are selected
by coherent tests in [24][25] [26]. Single source confidence
measure is proposed in [27]. The direct path dominance (DPD)
tests are based on the ratio between the largest and second
largest eigenvalues [28] or the dominant eigenvector [29] of
the covariance matrix of the microphone signals, or the sound
filed directivity [27]. Compared with the planar and spherical
microphone arrays, acoustic vector sensors (AVS) for source
localization [26][30] require less space and computation, as
the bins are selected by comparing the phases of the real and
imaginary parts of the microphone signals without eigenvalue
decomposition[28]. Further enhancement have been achieved
through outlier removal [31], modelling outliers as an extra
Gaussian cluster [32], generelizing single source dominance
TF bin to single source dominance window [33], and decon-
volution of the global pseudo-spectrum by iteratively source
detection [34] for the sources with small separations. All these
TF bin selection based methods require empirically chosen
threshold values for different experiment configurations. A too
large threshold leads to miss detection of the sources, while a
too small threshold brings more outliers.

In our paper, in order to avoid the need for empirical
threshold selection, we leverage the signal model composed
of the early reverberant component and the late reverberant
component. Specifically, the algorithm is designed for multiple
sources scenario, where the late reverberant component is
removed with the MCLP filter and the directions of arrival
(DOAs) are estimated jointly with the early component signals.
To account for the assumptions that the sources are unover-
lapped, finite in power, and their direction angles occupy only
a fairly small part of the whole angular section of interest,
sparsity in the [; norm and orthonormalization constraints
are imposed on the DOA estimation matrix. By applying the
azimuth sparsity constraint, the true DOA can be estimated
without the interference of the early reflections. Besides,
considering the sparsity of the TF spectrum of information
bearing signals, the [; norm constraints are imposed both on
the source signals and the dereverberated signals. To solve
the proposed criterion, the MCLP filter, the DOAs, and the
source signals are estimated alternately. Notably, proximal
alternating linearizations are introduced for estimating the
coupling parameters with non-smooth constraints [35], and the
orthogonal Procruste problem framework [36] is employed to
deal with the orthonormalization constraint. In the following,
we propose a DOA estimation algorithm for the single source
scenario, where the orthonormalization constraint on the DOA
estimation matrix is replaced by the constraint on the norm of
the DOA estimation vector. This algorithm can be considered
a special case of the multiple sources localization problem.
At last, the source number estimation method and a post-
processing procedure for searching the global solution to the
proposed algorithm are discussed.

The paper is organized as follows: in section II, the micro-
phone array signals model in reverberant environments and the

MCLP filter are briefly reviewed. To clarify the motivation of
our work, the disadvantages of the cascade of the MCLP filter
and the conventional MUSIC are also outlined. In section III
and IV, the localization algorithms are proposed for multiple
and single source scenarios, respectively. In section V, pre
and post-processing procedures for better performance are
discussed. Evaluations on both simulated and real-world data
illustrate the advantage of our proposed algorithm in section
VI. Finally, conclusions are given in section VII.

II. PRELIMINARIES

A. Signal model

Considering that () far-field wideband acoustic sources
St,,4 = 1,...,Q impinge on M microphones in a reverberant
room, the time domain signals received by the microphone
array at time ¢ can be given as:

Q

xe(t) = (hy, xs¢,) (t) + be(t), (1)

q=1

where hy, () = [he, .., htq)M]T € CM*1 denotes the room
impulse response vector from source ¢ to the microphone
array at time index t, % denotes the convolution operator,
b(t) denotes an additive noise at the microphone array at
time ¢ with variance o7. In reverberant environments, the
signals received at the microphone array in the TF domain
are approximately formulated as a convolution of the STFT
of the room impulse response h,(n,w) of order K and the
STFT of the signals s,(n,w) along the time frame axis for
each frequency bin [37], since the length of the room impulse
response is generally much larger than that of the time frame
of the STFT. The microphone array signals in the TF domain
can be given as:

Q K
x(n,w) = Z Z h, (K, w)sq(n — k' w) +b(n,w) (2)

q=1k’'=0

where n = 1, ..., NV and w denote the time frame and frequency
bin indices, respectively. s4(n,w) and b(n,w) indicate the
STFT coefficients of the ¢'* source and the additive noise
at the microphone array, respectively.

The microphone array signals x(n,w) can be reformulated
as the sum of the early and late reverberant components and
the noise:

X(Tl,w) = XE(TL,CU) +Xl(naw) +b(n7w)7 (3)

where X.(n,w) = éQ:l ng:o h, (', w)sq(n — K, w)
is defined as the early reverberant component which
contains mainly the direct-path and few early reflec-
tions of the room impulse response, and x;(n,w) =
S S hg (K w)sg(n — K ,w) is defined as the late
reverberant component which contains all other reflections of
the room impulse response in the TF domain. The value of k.
varies from 0 to 4 according to experimental configurations. In
our work, we choose k. = 0 in order to minimize the influence
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of the early reflections on the DOA estimation performance.
The details of x.(n,w) can be given as:

Ql

Xe(n,w) = Z a(fy,w) + Z Va.q8(0q,qw) | s¢(n,w),

q=1

“4)
where  a(f;,w) is called the steering vector
of a point source from direction 6, such that
alf,w) = [1’e—ijt1(9q),m,e—ijtM_l(éq)] e CMx1,
when the first microphone is taken as the reference, At,,(6,)
is the time delay from the m!* microphone to the reference
microphone. The term a(f,,w) in (4) denotes the direct-path
signals from the ¢ sources, and a(f,,,w) in (4) denote
the ¢ early reflection from the ¢ source. The ¢'*" early
reflection of the ¢! source can be considered as sources
correlated with s, but from DOA 0, ., which is different
from the original DOA 6, with an attenuation factor -, o due
to the absorption and time delay during the reflections. In
our work, we conduct the experiments with speech signals,
in which case the length of the time frame is 20 to 30 ms
according to the short time stationary property, the early
reverberant component @’ is generally no more than 1.

q'=1

B. The MCLP filter and the GWPE method

The generalized weighted prediction error (GWPE) method
[5] reduces the late reverberation component correlated to the
past time frames with a MCLP filter matrix for each current
time frame of the microphone array signals in the TF domain.
Defining G(w) = [, ;&> 8] € CEM*M 75 the
MCLP filter matrix for frequency bin w, where K; gives the
prediction order, g,, are the MCLP filters, the dereverberated
speech components can be estimated as:

y(nv w) = X(na OJ) - GH(W))Z(TL, w)? )]
where X(n,w) = [x"(n — A - 1,w),...,xT(n — A — Kl,w)}T,
A denotes the delay tap index of the beginning frame of the
late reverberation component. Assuming that the estimated
speech component §(n,w) follows a complex multivariate
Gaussian distribution such that y(n,w) Nc(0,AL),
n =1,...,N, where A,, denotes the time varying covariance
matrix of y(n,w), the log-likelihood function can be given
as:

~

N
> —log (det(Ay)) 3" (n,w) A, §(n, w)+const,

n=1
(6)
where ©,, = ﬁGH (w), An} is the set of unknown parameters
to be estimated. (6) can be maximized by an alternating two-

step scheme: In the first step, (6) is maximized with respect
to G (w) while A,, is kept fixed:

L(©y)

N
G(w) = argmax Z
G(w)

—yH(n,w)A;Lly(n,w), (7)

n=1

and in the second step, (6) is maximized with respect to A,
while G (w) is kept fixed:

N
A, = argmax Z —log (det(A,,)) — ¥ (n, w) Aty (n, w).
An 1

®)

The algorithm can converge in a few iterations.
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Fig. 1. Pseudo-spectrum of MUSIC with original and dereverberated micro-
phone array signals (sources from 61 = 90° and 62 = 135°).

C. Combined GWPE and conventional source localization
method

One approach we can try for the source localization problem
in reverberant environments is to combine a conventional
source localization problem with the GWPE method. In this
approach, the source localization method is applied to the
output y(n,w) of the GWPE method. In our experiments, the
sources are located with the famous MUSIC algorithm [38].
With the number of source @) assumed to be known, the DOAs
are estimated by searching the corresponding steering vectors
which are the most orthogonal to the noise subspace such that:

. 1
O = N (g, )V ®
where the matrix V is the basis of the noise subspace of the
covariance matrix of the microphone array signals, || - ||z is
the lo norm operator.
Figure 1 shows the MUSIC pseudo-spectrum with

the dereverberated speech components y(n,w) (legend:
"GWPE+MUSIC”) and with the original microphone array
signals x(n,w) (legend:"MUSIC”), respectively. Room im-
pulse responses were generated using [39] for an 8m x 8m X 3m
room with a linear microphone array composed of M = 8
microphones spaced by bcm. Tgo is set to 600 ms and
the additive noise is not considered in this simulation. Two
incoherent speech sources come from the DOA 90° and 135°,
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respectively. The assumed source number for MUSIC is set to
Q = 2 in Fig. 1(a) and Q = 3 in Fig. 1(b). It can be observed
that the conventional MUSIC identifies one peak around 50°
both in Fig. 1(a) and 1(b) due to reflections. However, by com-
bining the GWPE and MUSIC, this false peak is substantially
eliminated and only a small residual peak remains around 50°,
since in (4) the early reverberant component contains also a
few early reflections. The source from the DOA 90° is omitted
in the pseudo-spectra in Fig. 1(a) for both methods, while
successfully located with a minor bias in Fig. 1(b) where Q
is larger than the true source number. The simulation results
highlight that the simple combination of the dereverberation
method and the DOA estimation method is insufficient for the
source localization problem in the reverberant environments.

III. THE PROPOSED ALGORITHM IN MULTIPLE SOURCES
SCENARIO

In section III and IV, the joint dereverberation and DOA
estimation algorithm are investigated for both multiple sources
and single source scenarios. For the sake of simplicity, all the
algorithms are studied in the same sub-frequency bin in the
STFT domain, w is omitted in the parameters in the following
of this paper.

A. The cost function

Assuming that the whole angular sector of interest is dis-
cretized by L grid point such that ¢ = ¢1 + (kK — 1)d,k =
1, ..., L, where 0 is the angular separation between two points
of the grid. A matrix o € CF*? can be defined such that
the non-zero elements in the ¢** column of a corresponds to
the DOAs of the direct signals and early reflections of the ¢*"
source. We also define H = [a(¢1), ..., a(¢g), ..., a(ér)] as the
matrix composed of the steering vectors corresponding to all
the ¢. Therefore, according to (4), a grid model for the early
reverberant component can be given as:

x.(n) ~ Has(n), (10)

where the elements in the vector §(n) = [31(n), ..., 5g(n)]”
are linearly proportional to the actual source mgnals s(n) =
[s1(n), ..., sg(n)]T € C2*! in the TF domain.

The proposed DOA estimation criterion involves an opti-
mization problem with three constraints:

1) The data fitting term: According to (3), we aim to
minimize the error between the actual received microphone
array signal x(n) and the signal modelled as the sum of the
early and late reverberant components. The early components
are given by (10) and the late components are given by
G"x(n) obtained in section II-B. The data fitting term can
be given as:

— Has(n)|3, (11)

N
=Y lIx(n) - G"x(n)
n=1
It is worth noting that (11) is also an approximation of the
additive noise b(n,w) in (3). Since the power of the noise
is independent with the time index, we omit the covariance
matrix of the noise, which is different from (7).

2) Super-Gaussian constraint for the early reverberant
components and source signals: Opposed to the Gaussian
distribution assumption, previous works [9][10][40][41] have
illustrated that the super-Gaussian distribution model is more
appropriate for information bearing signals such as speech
signals. The optimization problem for the super-Gaussian
distributed signals generally involves the minimization of [,
norm of the targets with 0 < p < 2. Here, we introduce the [y
norm of the dereverberated speech components x(n) — G %(n)
and the () original sources S$(n):

N N
Co =X Y [IxX(n) =GRl + X Y [8(n)]I,
n=1 n=1

where )\;; and \g are positive sparsity penalization parameters,
|l - |l1 denotes the I; norm operator. By minimizing (12), we
can exploit the super Gaussian distribution property as well as
the sparsity of their STFT spectra of the signals.

3) Azimuth sparsity constraint: The [; norm of a is mini-
mized by exploiting the spatial sparsity property of the DOAs
of the sources. Indeed, our simulations in section VI have
shown that if the sparsity weighting parameter is large enough,
the elements corresponding to the early reflections diminish,
leaving only those corresponding to the direct signals. The
estimated DOAs are obtained from the indices of the non-
zero elements in each column of «. Besides, we insert the
constraint o = I under the assumption that the sources
are not spatially overlapped and have finite power:

12)

H

Cs=|laf1, st a"a=L (13)

It is important to note that the normalization constraint on
the diagonal of o’ aims to place the proposed criterion
in the framework of the orthogonal Procrustes problem [36]
in order to theoretically guarantee convergence. For satisfying
the constraint on «, the ratio between §,(n) and s,(n) varies
with the power of the ¢*" source.

Combining Cy, C2 and C3 in (11)-(13), the parameters for
the source localization problem in reverberant environments
can be estimated by:

{G ,8(n) } = arg mlnz [Ix(n H3(n)

Gasn)
)+ X ZH JIIEe

(14)

—Hos(n)|[3

el + A, Z Ix(n) — G"x(n

n=1

H

st. aa=1,

where )\ is the sparsity penalization parameter.

B. Solutions for the cost function

Equation (14) can be solved via Gauss-Seidel iteration
scheme [42], the solution converges under the condition that
the minimum is uniquely attained in each step [43]. Since
the cost function consists of coupling second-order terms and
non-smooth constraints, the linearized Gauss-Seidel method,
namely the Proximal Alternating Linearized Minimization
(PALM) method [35] is utilised to alternately estimate G, «,
and $(n) until convergence is reached. All the three parameters
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are resolved by sub-iterations rather than simple closed-form
expressions. For simplicity, only the indices in sub-iterations
are kept and those in the top level iteration are omitted. The
alternative iterations are as follows:

1) Solve G:
In the branch for estimating G, a and §(n) are assumed
constant, and equation (14) is simplified as:

N
G = 1 _ (}H~ — Has 2
argémn; [[x(n) X(n) — Has(n) |z
N
A Y Ix(n) — G7x(n)]1. (15)
n=1

By introducing an extra variable z;(n), (15) can be refor-
mulated as:

N
G = argmin Z [x(n) — G7X(n) — Has(n)]|2
G n=1
N
+ Az, |z (n)|1, s.t.z1(n) = x(n) — G¥x(n). (16)
n=1
The augmented Lagrangian of (16) can be given as:
N
L(G,z1(n),mg(n)) = Y (IIX(n) ~ G"x(n) — Has(n)]3
n=1

4 Az )+ Re {nft (n) (x(m) — G75(n) 22 ()}
1 < 2
5 x(n) — Gx(n) - z1<n>||2) ,

where Re {-} is the real part operator, pg is the penalization
parameter of the convex term.

The problem (17) can be solved via some iterative steps, in
the (I + 1) iteration, the closed-form solutions for G and z;
are given as:

A7)

. N L x(n)x" (n li n (HH n
712_:1(<1+2PG) (>H()+2()nG (n)
—x(n)§" (n)aTHH Q;Gi(n)zgl)H(”O 7 as)

and:

20 (n) = S, (z(l) — V(G2 g,

).
,ull

(19)
where - ! is the inverse operator of a matrix, and S, /,, (V)
is the soft thresholding operator of the vector v such that:

V_All/p“zu ifVZ)‘Zl/:uZU
V+>\Zl/p“zlﬂ ifVS*Ah/:LLZU
0, otherwise,

S)\zl n (V) = (20)

where the comparisons and subtractions are applied element-
wise, and the comparisons are with the absolute values of the
elements in v.

The details for obtaining (18) and (19) can be found in
Appendix A.

2) Solve o and §(n):
In the branch for estimating v and §(n), G is assumed
constant. The cost function is constructed by introducing y(n)
given by (5) into (14):

{asm)} —arg?lmz 5(n) — Has(n)[3 + Aallx]s
«o,S n
+ X les )+ ue), @1
where () is an indicator function such that:
0, if afla=1,
o) = { +o00, otherwise. (22)

The problem (21) consists of a coupling function Has(n)
as well as non-smooth functions ||a||; and ||$(n)||;, which
can also be solved by the linearized Gauss-Seidel iteration
scheme. Proximal terms are introduced to assure convexity, as
the problem includes a non-convex constraint in ¢(cx). In the
(14 1)*" iteration, the parameters can be estimated as:

(ZH) —argmmz (||y —~HaDs s(n)l13 + XslIs(n)[lx
+;||s(n> — s“’(n)ll%) > (232)
N
o+ :argininz Iy(n) — Ha§(1+1)(n)”§ + Aallels
n=1

d
(e + e — a3, (23b)

where dg and d,, are penalization parameters of convex terms.

Similarly to (40b) in appendix A, defining that
BEY(n),a®) = |y(n) — Ha®s(n)|3, and the
gradient of BGEY(n),a®) in terms of §*(n) is
ViBE (n),a?) = —aOHHy + aOHHTHa5" (n),
the closed-form solution of (23a) can be given as:

g(l-‘rl)( ) S)\ s ((l)

To solve (23b), we introduce an extra variable z, € C'80Qx1
to solve the non-smooth functions separately:

L .BEY (), a“>>) o

N
(l+1) _ . ~
(87 = arg min n
ga E [y (n)

n=1

— Ha§<l+1)(n)|\§ + Aallz2 |l

d
+ () + TQHG —aW|2, st zy =vec(a), (25)

where vec(-) is the vectorization operator of a matrix. The
Lagrangian of (25) can be given as:

Z I5(n

+ Aal[Z2[l + flla —aV|3 + Re {ng (vec(a) —22) }

Lo (a( ) 22,7 Hag(l+1)(n)\\§ + )

1
+ — o — 2|3, (26)

20
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where pq is the penalization parameter of the convex term,
7)o 18 a vector of size LQ x 1.

The problem (26) can be solved by a few iteration steps, in
the (j+1)*" iteration step, the closed-form solution for c can
be derived in the orthogonal Procrustes problem framework
as:

ot = Uy, U, @7)

and z, is given as:

. . 1 ;
Zg]"!‘l) — S)\a/dzz <zg‘7) — VZQC(Zé]))> ; (28)

Ao
where Up,, is the matrix composed of the first () columns
of Ur, Uy and Uy are orthonormal matrix defined in (44),
C(Zgj)) = Re {ng(vec(a) 71(23))} + 2,,%”0‘ - zéj) 2, the
gradient of C(z5) in terms of z3)(n) is V,,C(zf) =
—3Ma + :,%a(z;] — ), dy, is the coefficient of the proximal
term.

The details for obtaining (27) can be found in Appendix B.

The algorithm for solving (14) is summarized in Algorithm
1. In addition, the time and space complexity of each step
in one iteration of the proposed algorithm is given in table
I, where the big O notation O(-) is the asymptotic upper
bound of the complexity of an algorithm. The real-time
applicability and the hardware requirements of the proposed
algorithm can be evaluated by the time complexity and the
space complexity, respectively. A few iterations even without
full convergence are sufficient for a rough estimation of the
DOA. However, to achieve a precise DOA estimation with
high resolution that equals the angular separation between two
adjacent grid points in the candidate DOA sector (namely 1°
in our experiments), about 200 iterations of the outer loop and
a few iterations of the inner loop are needed, which requires
more computational time than the conventional methods of
DOA estimation and dereverberation. Thus, there is a trade-
off between the resolution and the computational cost of the
DOA estimation.

IV. THE PROPOSED ALGORITHM IN SINGLE SOURCE
SCENARIO

The single source scenario can be considered a special case
of the multiple sources scenario, where the matrix o, the
vector §(n) and s(n) shrink to a vector of dimension L x 1, the
scalar 5(n) and s(n), respectively. Since there is no overlap
problem of multiple sources in this scenario, the constraint on
the orthonormality of o can be replaced by a constraint on
the norm of @ and only the sparsity penalization of « is kept.
The DOA estimation criterion can thus be given as:

N
{(;, &, §(n)} = argmin }_ [x(n) — G"x(n) — Had(n)}

G,a,5(n)

N
+hallal +o(@) + A, Y lIx(n) — Gx(n)|
n=1

N
263 Ja(n), @)
n=1

Algorithm 1 Localization algorithm for multiple sources
scenario.

1: Initialization: | = j =0, Az, As, Aas Hzgs d5o das days PG
Pas

2: repeat

3 % line 4 to line 10 for G estimation

4 [=0;

5 repeat

6: Calculate G+ with (18) for solving (40a);

7 Calculate ngl)(n) with (19) for solving (40b);
8 Calculate n((;lﬂ)(n) with (40c);

9 l=1+1;

10:  until Convergence or up to 10 iterations;
11: % line 12 to line 26 for $(n) and o estimation
12: =0

13:  repeat

14: % line 15 for §(n) estimation

15: Calculate $ (n) with (24) for solving (23a);
16: % line 17 to line 24 for o estimation in (23b)
17: 7j=0;

18: repeat

19: Calculate a§l>j+1) with (27) for solving (42a);
20: Calculate z¥ ™) with (28) for solving (42b);
21 Calculate nU+1) with (42¢);

22: j=7+1L

23: until Convergence or up to 10 iterations;

24: o+ = qd)

25: l=1+1,;

26:  until Convergence or up to 10 iterations;
27: until Convergence or up to 10 iterations;

where: e
if a”a =1,
otherwise.

0,

ola) = { oo, (30)

The framework for solving (29) is based on the integrated

PALM method, which is similar to the multiple sources

scenario. The main difference lies in estimation of «. Instead
of (23b), o can be estimated by:

N
a1V argmin 3" [[§(n) — Has" ) (n)|3 + Aalla:

<« n=1

da
+o(e) + T e — a3, 31

No extra augmented Lagrangian is needed here for solving
(31). That is to say, the steps between line 17 and line 24 in
Algorithm 1 are replaced by the following two-step scheme
for estimating a(!*+1):

X p=1

N
1
_ o § _mqHg =x(1+1)
A 75/\a/doc (a A — ( H y(n)s (TL)

+H Hal |5 m)]%)) (32)

where the soft thresholding is used for the [; norm penaliza-
tion followed by a projection operator for the unitary norm
penalization:

ot =P (), (33)
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TABLE I: Complexity analyses of Algorithm 1.

parameters | x(n) € CFIMXT §(n) € CXT o € CFX@ H € CMXT §(n) € CMXT
equation (18) (19) (40c) 24) 27) (28) (42¢)
time O(K2ZM?N) + O(K; M?3) O(K;M?N) | O(K,M?N) O(QLN) O(QMN) + O(Q?N) O(1) | 0(QL)
+O(QLMN) + O(QK;MN) +O(MLN) | +O(Q?L) + O(QML)
space O(K M) +O(QL) O(K,M?) O(K; M?) o(QL) O(QL) + O(ML) o@QL) | 0(QL)
‘ +O(ML) +O(ML) +0(Q?)
where: VI. EVALUATION
Po(v) = { v, if vy = O, (34) In this section, evaluations are performed on simulated
v/[[vll2, otherwise, data and realistic data. In all the experiments, our proposed

where dy denotes the norm constraints on v.

V. PRE- AND POST-PROCESSING

A. Source number estimation

In (14) the source number is assumed a-priori to be known
for determining the size of a. The K-means algorithm is
commonly used for jointly estimating the source number and
the DOAs [44][45]. Here, to improve the efficiency, we employ
the eigenvalues of the covariance matrix of the microphone
array signals to directly estimate the source number. Numer-
ical experiments have shown that although the reverberations
may cause perturbations in the eigenvalue calculations, the
eigenvalues for the early and late reflections are generally
significantly smaller than those for the actual sources [34].
Hence, assuming that the eigenvalues are in descending order
such that A\; > Ao... > Ay, the estimated source number Q
can be obtained using the following criterion:

A1 A1
>e> 1,

Ag Q+1

(35)

where ¢ is empirically selected and set to 6 when the noise is
neglected.

B. Post-processing of DOA estimation

A post-processing step can be added at the output of
the DOA estimation algorithm in section III and IV. As
the proposed criteria involve non-convex optimization due to
as(n) in (14) as well as a$(n) in (29), it is crucial to choose
well-suited initial value of the parameters, especially of «,
to avoid local solutions. In our work, we initialize o with
J different values «g,, ..., o, ..., to,, €ach vector «, is
composed of contiguous 0 and 1 such that:

oy, =1[0,...,0,1,...,1,0, ...

J

0], (36)
where the region of component 1 covers the candidate DOAs
of the sources. The borders of the components 1 of the J
vectors are uniformly distributed around the peaks of the
pseudo-spectrum of the conventional beamforming for an a-
priori rough DOA estimation. At last, we select a, for
which the final solution yields the minimum value of the cost
functions (14) and (29) as the good initial value.

methods are compared with the baseline methods including
the conventional beamforming [1], conventional MUSIC [2] in
(9) and the DPD based method [29]. Here, to select the direct-
path dominant regions, the local covariance matrix R, (n,w) is
calculated by averaging the microphone array measurements
over D, time frames and D, frequency bins [29] such that
Ry(n,w) = ﬁ 2321 25::1 X(n — dp,w — dy)x" (n —
dp,w—dy), Dy, and D, are generally from 2 to 10 and chosen
empirically. Three tests reported in [29] are used:

Alz{(n,w):‘w>ml}, (37)
oa(n,w)
méix\aH(& w)x(n,w)|?
Ay = ¢ (n,w) : af (1 0)a(m. ) > Tiny ¢ (38)
and
1
0 = : 39
A {(W) Nt 0w0Ps P 7;“}’ )

where A,.(-),r = 1,2, 3 means the set of the TF bins that pass
these tests and are considered valid for the DOA estimation,
o1(n,w) and og(n,w) are the largest and the second largest
eigenvalues of Ry(n,w), uy(n,w) is the dominant eigenvector
of Ry(n,w). Plt(mw) gives the subspace of Ry(n,w) which
is orthogonal to uy(n,w). The MUSIC algorithm is applied
to each selected single source dominant TF bin or region for
estimating the DOA of the corresponding dominant source,
and then all the potential DOAs are plotted in a histogram
and the peaks are considered as the estimated DOAs of the
actual sources. As the thresholds 7;, ~ Ti, require empirical
selection depending on the experimental configurations, the
performance of DOA estimation is evaluated with all the three
tests and the best one is chosen as that of the DPD based
method.

A. Evaluations with simulated data

For the simulation setup, the RIR is generated using the
image method [39] in a room with size of 8m X 8 m x 2.6 m.
The microphone array composed of 8 microphones is centered
at (3,0.5,1)m and the inter-element space is 0.03m along the
x axis. Three point sources are placed at (3,5.5,1) m for sy,
(6,3.5,1)m for s and (0.4, 2.9, 1)m for s, the corresponding
DOAs are 90°, 135° and 45°, respectively. Source signals are
female speeches from the database Librispeech [46] sampled
at 16 kHz. All the evaluations are processed at the frequency
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Fig. 2. Magnitude of STFT signals of microphone array.

bin of 875 Hz using the STFT with half overlapping Hann
windows of 16 ms. Noise is neglected in most cases, except
in Fig. 7, where white Gaussian noise is added to the micro-
phones with different signal to noise ratios (SNRs) and 100
Monte Carlo simulations are conducted for each configuration.
In Fig. 2, the dereverberation performance of the proposed
algorithm is investigated in single-source and two-source sce-
narios. The magnitude of the TF signals at 875 Hz are plotted
against the frame index ranging from 650 to 1100, since the
power of signals dominates in this region. The legend z;
represents the signals received at the first microphone in (2),
and 7 stands for the first element in the dereverberated signal
vector x(n) — GX(n) in (14). It can be observed that the
indices of the sharp peaks of x; and y; generally coincident.
However, compared to x, the tails of the sharp peaks of ¢
are cut off in both signal-source and two-source cases. The
differences between x1 and ¢, illustrate an approximation of
the dereverberation performance of the proposed algorithms.

TABLE II: DOA estimation results in Fig. 3.

SIC separation 80° 60° 40°
01 [ 01 02 01 02
true DOA 55° | 135° | 75° | 135° | 95° | 135°
beamforming 68° 131° 64° | 130° 97° 130°
MUSIC 57° 123° 61° 124° NAN 125°
DPD 69.5° 132.3° | 65° 132° 80° 132.1°
proposed 62° 134° 75° | 138° 98° 137°

In Fig. 3 the normalized pseudo-spectra of the four DOA
estimation methods are compared under different source sep-
aration ( 40°,60° and 80° ) in two source scenarios, where
Tso = 600ms. The angular separation between two adjacent
points in the x-axis of the pseudo-spectra is 1°. For the
proposed algorithm, we plot o = Z]Q:1 |aei;| as the pseudo-
spectrum. Fig. 3(a) clearly shows that when the two sources
are too close, the three baseline methods only identify one

E 1 : \
o Beamforming !
-— 1
S ——MusIC |
e DPD !
D 05r Proposed | i
o - - - True DOA \
O |
: |
(0]

»

[a

o

50 100
Azimuth (degree)
(a) 61 = 95°, 2 = 135°

150

Beamforming

——MUSIC
DPD f

. Proposed
- ---True DOA

Pseudo-spectrum
o
[6)]

o

50 100
Azimuth (degree)

(b) 61 = 75°, B = 135°

150

—_

Beamforming
——MUSIC
DPD
. Proposed
- ---True DOA

50 100
Azimuth (degree)

(c) 61 = 55°, 3 = 135°

Pseudo-spectrum
o
[6)]

o

150

Fig. 3. Pseudo-spectrum with different source separations, Tgo = 600 ms.

peak and fail to separate the two sources. In contrast, the
proposed method successfully separates the two sources due to
the sparsity constraint imposed on «. Fig. 3(b) demonstrates
that the proposed method achieves more accurate peaks for
DOA estimation compared to other baseline methods although
all the methods succeed in separating the two sources. In Fig.
3(c), the proposed method exhibits the best estimation result
for the second source with DOA 6, = 135°. However, for the
first source with DOA 6, = 55°, the peak of a deviates more
from the true DOA compared to MUSIC. This phenomenon
can be attributed to the non-convexity term in the algorithm
(14) which leads to local solutions of . To verify this, we
use a criterion with the same framework of (14), but with a
fixed a-priori value of o that is good, and estimate only G
and §(n). Compared to the results of (14), the results of this
new criterion yields a smaller value of (11) which is one part
of the cost function. In addition, as stated in section III, when
the sparsity weight is sufficiently large, the proposed method
eliminates early reflections and only estimates the DOAs of
the actual sources. The pseudo-spectra intuitively illustrate
the resolution of the DOA estimation algorithms. The main
lobes of the proposed method are thinner than those of the
baseline methods, which implies its higher resolution. Table
IT presents the numerical results of DOA estimation in Fig.
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3, where "NAN” means the algorithm fails in detecting th
source, namely there is no obvious peak near the true DOA
From table II it can be seen that the proposed method achieve
higher DOA estimation accuracy than the baseline methods.

10 ‘—e— Beamforming —&—MUSIC DPD —e—Proposed ‘
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3
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L L
< 4
=
2 |
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Fig. 4. MAE vs. Tg0, € = 135° in one source case.
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Fig. 5. MAE vs. Tg0, 61 = 90° and 62 = 135° in two sources case.

Fig. 4 to Fig. 6 illustrate the mean absolute errors (MAEs)
between the estimated DOAs and the true DOAs for one
source, two sources, and three sources, respectively. Several
observations can be made from these figures. Firstly, it is evi-
dent that the proposed method outperforms the three baseline
methods with the smallest MAEs, following behind is the DPD
method; secondly, the MAE increases with the source number
and the value of T§¢. In particular, the sub-figure for s; in Fig.
5 shows that the MAE for beamforming and MUSIC exceeds
20° degree and approaches 40° when Ty exceeds 200ms,
which indicates that spurious peaks are detected, rendering the
DOA estimation results invalid. Similarly, in the sub figures for
s1 and so in Fig. 6 beamforming and MUSIC fail to provide
any estimations when Ty exceeds 200ms. In contrast, the
DPD based method successfully estimate DOAs for all values
of Tgo by utilizing the mask of the single source dominant TF

10 —6— Beamforming —©—MUSIC DPD —e— Proposed
S1 )
5 L
08
© 10
o
o S2
[0
Q 57 e o ©
<
s 0¢ © : :
10 ?
S3
5 9 : R
U
Or 1
0 0.2 0.4 0.6 0.8 1
T60 (s)

Fig. 6. MAE vs. Tg0, 01 = 45°, 02 = 90°, and 63 = 135° in three sources
case.

point. The proposed method achieves superior performance
in most cases. However, the simulation results also reveal
the limitations of the proposed method: firstly, as the MCLP
filter cannot eliminate completely the late reverberation, the
performance of the proposed algorithm deteriorates as Tgg
increases; secondly, in the sub-figure for s3 in Fig. 6, a local
solution is observed where the performance of the proposed
method is slightly inferior to the DPD based methods.

In Fig. 7 the mean value of the estimated DOAs are
presented as a function of SNR, with the true DOAs indicated
by dashed pink lines. Generally, the three baseline methods
fail to give a DOA estimation when the SNR is —20 dB.
In Fig. 7(a) it can be observed that the influence of the
noise decreases significantly when the SNR exceeds 10 dB,
which can be supported by Fig. 7(b) - Fig. 7(d), where the
estimated DOAs from all the methods exhibit stability with a
SNR larger than 10 dB. In this analysis, instead of the MAEs,
the estimated and the true DOA lines are plotted separately,
since the crossing points of these lines in Fig. 7(b) and Fig.
7(c) illustrate that the noises at the microphones and the
room reverberations have opposite effects on the performance
the DOA estimation methods. This intriguing phenomenon
motivates further theoretical investigations in future studies.

B. Evaluations with real-world data

We utilise the single- and multichannel audio recordings
database (SMARD) [47] from Aalborg University for the real-
world data experiments. Different types of signals are recorded
ina 7.34 m x 8.09 m x 2.87 m box-shaped listening room
with a reverberation time of approximately 0.15 seconds. Here
male speech samples with the OmniPower 4296 loudspeaker
and from the DOAs 90° and 126° are selected as sources. A
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Fig. 7. Mean value of the estimated DOAs vs. SNR, Tso = 600 ms.

linear microphone array of 7 microphones of Briiel & Kjer
Type 2270 is chosen here, centered at (1.0,0.559,1.325) m
and the inter-element space is 0.05 m along the x-axis. The
sampling rate is 48 kHz.

TABLE III: DOA estimation results in Fig. 8.

src number 1 2
true DOA 1206 9%10 13%0
beamforming | 121° | NAN | NAN
MUSIC 126° | NAN | 133°
DPD 120° 90° 117°
proposed 123° 94° 122°

In Fig. 8 the performance of the four methods with real
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Fig. 8. Pseudo-spectrum obtained by real world data.

data is illustrated in both one source and two sources cases.
In one source case (Fig. 8(a)) beamforming and MUSIC
find one good peak for the true source and one spurious
peak near 70° due to the early reflections. For beamforming
the spurious peak is dominant rather than the good peak
in the pseudo-spectrum. The DPD-based method provides
a more accurate DOA estimation yet a spurious peak also
appears due to outliers in the TF bins selecting procedure.
The proposed method outperforms the three baseline methods
for two reasons. On one hand, spurious peaks are avoided in
the pseudo-spectra, since the early reflections are eliminated
by the sparsity constraint of a. On the other hand, the DOA
estimation accuracy is improved, since the late reverberant
component is reduced by the MCLP filter matrix G. In two
sources case (Fig. 8(b)), beamforming fails to estimate neither
of the two sources, MUSIC can give a rough estimate for the
source with DOA 126° but fails to find the source with DOA
90°, the DPD-based method gives an accurate estimation for
the source wih DOA 90° but fails for the source with DOA
126°, exhibiting several spurious peaks due to the outliers as in
Fig. 8(a). The proposed method shows a significant advantage
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over the three baseline methods for the estimation of both
the two sources. Similarly to Fig. 3, the main lobes in the
pseudo-spectra illustrate the resolution of the algorithms, a
thinner main lobe implies a higher resolution of the DOA
estimation method. Table IIl present the numerical results
of the DOA estimation for the four methods, where "NAN”
means the algorithm fails in detecting the source, namely there
is no obvious peak near the true DOA. It can be seen that,
although the baseline methods may have higher accuracy in
some cases, they are prone to fail in detecting the sources or
produce false peaks. The proposed method, on the other hand,
can consistently estimate the DOA of the sources accurately
without spurious peak. All these experiment results illustrate
the robustness of the proposed method.

VII. CONCLUSION

This paper presents a novel approach for joint DOA esti-
mation and dereverberation in reverberant environments. The
proposed method effectively removes the late reverberant com-
ponent using the MCLP filter, allowing for accurate DOA esti-
mation using the early component signals in conjunction. The
early reflections are neglected and only the DOAs of the actual
sources are estimated when the sparsity weight is large enough.
The DOAs, the source signals, and the MCLP filter coefficients
are estimated by the linearized alternative iterations, namely
PALM. In particular, the orthogonal Procrustes problem frame-
work is introduced to satisfy the orthonormalization constraint
on the DOA estimation matrix. Evaluations on both simulated
an real-world data demonstrate that compared to the baselines
methods, our proposed methods tend to be more accurate and
more robust against the reverberations and the noises in case
of both multiple sources and single source scenarios.

APPENDIX A

In the (I + 1)*" iteration for solving (17), the parameters
can be determined by:

G = argming (G, 21" g (), (40w)
Zgl"’l)(n) = argminl(GTY), (”’ng)( ), (40b)
71
H _
ng ) =0 (1) +1(x(n) = 6" x(m) = 2T ().
(40¢)

For (40a), a closed-form expression of G can be
obtained by searching a result such that the gradient of
L£(GY, zgl),n(G)) with respect to G*“*1) equals to 0, where
* is the conjugate operator, which results in (18).

For solving (40b), noting that V(G +1), zgl)( ), (l)( ) =
Re {nd" (n ><x<n>—G“*”Hi(n)—z%”(n))} elIx(n)
—GUHDHg(n) — 29 (n)||? and the gradient of V in /" is
V(G 20 (m), 5 (n) = —Lng(m) + @ (n) +

GUVHER(n) — x(n)), introducing the proximal terms and
ignoring the constant terms, (40b) can be derived as:
zglﬂ)(n) = arg min < VZV(G(ZH),zgl)(n), ng)(n)),

l Hzy l
21— (n) > + 5 |1 — 2 ()3 + Ay a1,
(41)
where < -, - > is the inner product operator.
With the soft thresholding operator, a closed-from expres-
sion for (41) can be given as in (19).

APPENDIX B

In the (j + 1)*" iteration for solving (26), the parameters
can be determined by:

abith) — arg minﬁa(a(l’j),zgj),ng)), (422)

zéjH) = arg minﬁa(a(l’jﬂ)léj), ), (42b)
[e 4

Nt =0l + (bt —g0FY), (42¢)

Similarly to (24) and (40b), using the linearized method,
(42a) can be reformulated as:

NG + ),
(43)

| o
abith) — arg min|la — i) 4 d—VQF(OL

where F(a?) = Y0 [y(n) — Ha®DsH) (m)|3 +
5o lvec(a)) —zo[3+ Re {nf (vec(a™)) — 25) }, and the
gradient of F(a(lvj)) in terms of a*(h7) is Vo F(albd)) =
> e ( Hy(n)s" (n) +HHa"5(n)s" (n)) + 4 {na}+
p%( (3) — M {z2)}, where M {-} is the operator which re-
shapes the vector 71, and z, into a matrix of the same size with
«. The (43) can be considered the Frobenius-norm minimiza-
tion problem with orthonormalization constraint which is also
called the orthogonal Procrustes problem [48][36], and can be
solved by means of the singular value decomposition (SVD).
Defining matrix A such that A = ot — LV, F(ald),
the SVD of A can be given as: -

A =U.XUg, (44)

where U;, € CI*L and Up € C@*9 are orthonormal
matrices, X € CL*? consists of a diagonal matrix of singular
values of dimension @@ x @, and a zero-value matrix of
dimension (L — Q) x Q. Thus, a*7*1) can be given as in
(27).
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