
HAL Id: hal-04844537
https://centralesupelec.hal.science/hal-04844537v1

Submitted on 17 Dec 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Design of Quasipolynomial-Based Controllers with
Dynamical Parameters-Application to Active Vibration

Damping
Sami Tliba, Islam Boussaada, Silviu-Iulian Niculescu, Ricardo Falcón-Prado

To cite this version:
Sami Tliba, Islam Boussaada, Silviu-Iulian Niculescu, Ricardo Falcón-Prado. Design of
Quasipolynomial-Based Controllers with Dynamical Parameters-Application to Active Vibration
Damping. Control Theory and Inverse Problems, Springer Nature Switzerland, pp.241-263, In press,
Trends in Mathematics, 978-3-031-68045-8. �10.1007/978-3-031-68046-5_12�. �hal-04844537�

https://centralesupelec.hal.science/hal-04844537v1
https://hal.archives-ouvertes.fr


DESIGN OF QUASIPOLYNOMIAL-BASED CONTROLLERS WITH
DYNAMICAL PARAMETERS - APPLICATION TO ACTIVE VIBRATION

DAMPING

SAMI TLIBA, ISLAM BOUSSAADA, SILVIU-IULIAN NICULESCU, AND RICARDO FALCÓN-PRADO

ABSTRACT. Recent works on delay systems have seen the emergence of a new con-
trol structure based on delayed actions, including an auto-regressive term carrying on
the control variable, with the purpose of achieving a partial pole placement in closed-
loop for linear time-invariant systems of finite dimension. The ensuing controllers, called
quasipolynomial-based controllers, correspond to some output feedback control laws with
constant parameters. This specific feature has a limited number of degrees of freedom,
limiting the potential performances in closed-loop. To overcome this issue, the original
quasipolynomial-based controller is enhanced by using dynamical parameters, allowing to
increase the number of degrees of freedom available for the controller’s design. It turns
out that the use of dynamical parameters corresponds to linear filtered terms in the control
law of the original one. To emphasize the benefits brought by such a controller, the active
vibration damping problem is addressed for a flexible mechanical structure equipped with
a collocated pair of piezoelectric sensor and actuator.
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1. INTRODUCTION

A common feature in modeling transport and propagation phenomena and processes is
the time heterogeneity that can be described by using delays in their mathematical repre-
sentation. Such delays may be constant or time-varying, distributed (or not) over on some
appropriate time-intervals, depending (or not) on the state-vector. There are several ways
to represent delays in the system’s dynamics and, in the sequel, we are focusing on dynam-
ical systems described by delay-differential equations (DDEs; for more insights, see, e.g.,
[13, 22]).

In the context of mechanical engineering problems, the effect induced by the presence
of time-delays on system’s dynamics was emphasized in [27] where practical applications
were studied, such as the machine tools or robotic systems. For further examples, the reader
is referred to [23, 12, 16] and the references therein. Furthermore, delays are intrinsically
present in practical control systems. Inspired by Hazen’s theory of servomechanisms1

published in the 30s, one of the first approaches to handle second- and third-order systems
with delay in the input was proposed by [11], [14]. For a historical perspective in the
analysis and control of delay systems, we refer to [17], [27], [22].

At the end of the 1970s, the use of the delays in the controller design was introduced in
[28] where the authors showed that the conventional proportional controller equipped with
an appropriate time-delay performs an averaged derivative action and thus it can replace
the classical proportional-derivative (PD) controller.

While the pole placement represents a classical well-known control method for finite-
dimensional systems, its extension to infinite dimensional systems is far to be well devel-
oped and understood. More precisely, several pole placement paradigms exist for time-
delay systems, each of them has its own advantages and drawbacks, see for instance,
[24, 19, 21, 10]. In particular, a recently defined paradigm, called Partial Pole Placement
(PPP), has shown its effectiveness with respect to the robustness consideration as well as
the simplicity of the resulting controller structure. The PPP paradigm is mainly based on
two properties called respectively Multiplicity-induced-dominancy (MID) and Coexistent-
real-roots-induced-dominancy (CRRID). As a matter of fact, the MID (respectively the
CRRID) property consists of the conditions under which a given multiple zero (respec-
tively a number of real simple zeros) of a quasipolynomial is/are dominant. For instance,
in the generic quasipolynomial case, the real root of maximal multiplicity is necessarily
the dominant (GMID). However, multiple roots with intermediate admissible multiplicities
may be dominant or not. Thanks to this property, a consistent control strategy is proposed
in [6, 1, 5], which consists of assigning a root with an intermediate admissible multiplicity
once appropriate conditions guaranteeing its dominancy are established. Furthermore, the
MID property may be used to tune standard controllers. For instance, in [18], it is applied
to the systematic tuning of the stabilizing PID controller of a first-order plant.

The contribution of this work is twofold. First, a new control strategy is proposed. Such
a strategy uses the quasipolynomial-based (QPB) controller with dynamic parameters and

1more precisely, position control systems
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an appropriate tuning method for these parameters. To the best of the authors’ knowledge,
such a control strategy represents a novelty in the open literature. Second, the effective-
ness of the proposed methodology is shown in a practical case study - the active vibration
damping of a piezo-actuated flexible structure.

The remaining of the chapter is as follows: Some prerequisites, preliminaries as well
as the control problem statement are briefly presented in Section 2. Section 3 includes the
explicit construction of the dynamical QBP controller and an appropriate control algorithm.
Next, a practical application on active vibration damping is discussed in Section 4 where
the main partial derivative equations governing the considered structure are exposed and
some conspicuous results are proposed. Some concluding remarks end this chapter.

Notations. Throughout this chapter, the following notations are used: N∗, R, C denote
the sets of positive integers, real numbers, and complex numbers, respectively, and we set
N = N∗ ∪{0}. For a complex number λ , ℜ(λ ) and ℑ(λ ) denote its real and imaginary
parts, respectively. The open left and right complex half-planes are the sets C− and C+,
respectively, defined by C− = {λ ∈C | ℜ(λ )< 0} and C+ = {λ ∈C | ℜ(λ )> 0}. Finally,
deg(P) (resp. deg(∆)) denotes the degree of the polynomial (quasipolynomial) P (resp. ∆).

2. PREREQUISITES AND PROBLEM STATEMENT

Consider the dynamical system described by the delay-differential equation (DDE):

(1) y(n)(t)+
n−1

∑
k=0

aky(k)(t)+
m

∑
k=0

αky(k)(t − τ) = 0,

under appropriate initial conditions, where y(·) is the real-valued unknown function, τ > 0
is the delay, and a0, . . . ,an−1,α0, . . . ,αm are real coefficients. When the highest order of
derivation appears only in the non-delayed term y(n)(t), the DDE (1) is said to be of re-
tarded type if m < n, or of neutral type if m = n. We refer to [27, 13, 22] for a deeper
discussion on DDEs and related results and properties. The characteristic function associ-
ated to (1) is the quasipolynomial ∆ : C 7→ C defined by

(2) ∆(s) := P0(s)+Pτ(s)e−τ s,

where P0 and Pτ are the polynomials with real coefficients given by

(3) P0(s) = sn +
n−1

∑
k=0

aksk, Pτ(s) =
m

∑
k=0

αksk,

and the degree of ∆ is the integer deg(∆) := n+m+ 1. We say that a characteristic root
s0 of ∆ satisfies the MID property if (i) its algebraic multiplicity (denoted by M(s0)) is
larger than one, and (ii) it is dominant in the sense that all the characteristic roots λσ of
the spectrum are located to the left2 of s0 in C−. In other words, s0 is the rightmost root
of the spectrum and defines the spectral abscissa of the quasipolynomial ∆. In the case
M(s0) = deg(∆), it was shown in [20] (case m = n− 1) and [4] (general case m ≤ n) that
s0 satisfies the MID property. This “limit” case is also called generic MID or GMID for
short.

Remark 2.1. As noticed in [4], the GMID does not allow any degree of freedom in as-
signing s0. In order to allow for some additional degrees of freedom when assigning s0,
one can relax such a constraint by forcing the root s0 to have a multiplicity lower than the
maximal one, and consider, for instance, the delay as a free tuning parameter.

2In other words, λσ satisfies the condition ℜ(λσ )≤ ℜ(s0).
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2.1. Problem statement. Consider a linear time-invariant (LTI) system S with a scalar
control input u(t), a scalar measured output y(t), a scalar disturbance input w(t) and an
output of interest z(t). The model of S based on transfer functions is given by

(4) S


Z(s) =

Nwz(s)
ψ(s)

W (s)+
Nuz(s)
ψ(s)

U(s),

Y (s) =
Nwy(s)
ψ(s)

W (s)+
Nuy(s)
ψ(s)

U(s),

where the polynomials, with real coefficients, have the form:

Nwz(s) :=
np

∑
k=0

nwzk sk, Nuz(s) :=
np

∑
k=0

nuzk sk,

Nwy(s) :=
np

∑
k=0

nwyk sk, Nuy(s) :=
np

∑
k=0

nuyk sk

and ψ(s) := snp +
np−1
∑

k=0
ak sk,

(5)

where np is the order of the system. For the sake of simplicity, ψ(·) is chosen to be a monic

polynomial. The control model, given by
Nuy(s)
ψ(s)

, is assumed to be in its minimal form,

such that Nuy(·) and ψ(·) are co-prime polynomials. This assumption simply means that
the np poles of the linear systems are not simplified by the roots of Nuy(·). In practice, it
means that the dynamics related to these poles are controllable and observable.

The proposed control problem is to design an output feedback controller in order to
assign the rightmost root of the closed-loop system on a desired location in the open left-
half part of the complex plane.

2.2. MID property and QPB controller design. To solve the control problem above,
we consider low-complexity controllers based on quasipolynomials. Such controllers are
called QPB controllers, and were introduced in [32].

Definition 2.2. Let n0, nτ0 , d0, dτ0 ∈ R be such that τ ∈ R+, d0 ̸= 0 and at least one of the
two other numbers n0 and nτ0 is nonzero. Then, a generic output feedback QPB controller
is defined by the following continuous-time delay-difference equation:

(6) u(t) =−
dτ0

d0
u(t − τ)+

n0

d0
y(t)+

nτ0

d0
y(t − τ).

In the Laplace domain, (6) yields U(s) =C(s,τ)Y (s), with

(7) C(s,τ) :=
n0 +nτ0 e−τ s

d0 +dτ0 e−τ s .

This control law is based on nothing else than an addition of proportional and delayed-
proportional terms carrying on the signals u(t) and y(t), which makes it having a low
complexity feature. As indicated above, the parameters of the controller are the four scalars
n0, nτ0 , d0, dτ0 , and the positive time delay τ , giving an amount of 4 independent degrees-
of-freedom3 for the pole assignment problem subject to the constraint that the controller
is well-posed. It should be mentioned that the delay τ is considered here as a design
parameter of the QPB controller, used with the other gains to assign the rightmost root of
the closed-loop system.

3Without any loss of generality, one may assume d0 = 1.
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Consider now the closed-loop characteristic function ∆(s) of the system S with
the standard QPB controller C(s,τ). This latter is written as in (2) where here,
P0(s) := d0 ψ(s)−n0 Nuy(s) and Pτ(s) := dτ0 ψ(s)−nτ0 Nuy(s).

The underlying idea can be resumed as follows: the QPB controller is designed to assign
the closed-loop rightmost root by using the multiple-induced-dominancy (MID) property
introduced and shortly presented in the previous section. The main result on the MID
property is recalled next in order to describe the design method leading to the sought gains
n0, nτ0 , d0 and dτ0 , as well as the delay τ used as a design parameter, in order to achieve
the assignment of the rightmost root s0 ∈ C− while guaranteeing the closed-loop stability.

2.3. MID-based partial pole placement. The partial pole placement used throughout this
chapter is based on a control-oriented MID property as introduced and discussed in [5], see
also [6, 1]. Let us first consider the generic quasipolynomial ∆(s) in (2) with m ≤ n. The
control-oriented MID property’s main idea consists in forcing a given negative scalar s0
to be a multiple spectral root of the system’s closed-loop characteristic function given by
∆(s), and leading to some algebraic relations among the controller’s parameters. More
precisely, when the assigned root reaches a multiplicity at least equal to n, this guarantees
some integral representation of the corresponding quasipolynomial as emphasized in [9].
Next, the controller’s parameters are obtained thanks to the parametric conditions reflecting
the dominant feature of the multiple spectral root, see for instance [6, 1]. The following
Theorem from [5] gives explicitly the integral representation of the quasipolynomial.

Theorem 2.3. Let τ > 0, s0 ∈ R, and consider the quasipolynomial ∆ from (2)–(3). The
number s0 is a root of ∆ with multiplicity at least n+m if, and only if there exists A ∈ R
such that

(8) ∆(s) =
τm(s− s0)

n+m

(m−1)!

∫ 1

0
tm−1(1− t)n−1(1−At)e−tτ(s−s0) dt.

A useful technique is to establish a priori information on the location of roots of ∆ with
real part greater than s0, and in particular bounds on their imaginary parts.

A standard first step to do so is to introduce the normalized quasipolynomial ∆̃(λ ) =

τn∆(s0 +
λ

τ
), which can be written as ∆̃(λ ) = P̃0(λ )+e−λ P̃τ(λ ) for some suitable polyno-

mials P̃0 and P̃τ of degrees n and m, respectively. Hence, the problem of studying eventual
roots of ∆ with real part greater than s0 reduces to the study of eventual roots of ∆̃ with
positive real part.

A possible strategy to do so is to notice that any root λ of ∆̃ satisfies

|P̃0(x+ ι̇ω)|2e2x = |P̃τ(x+ ι̇ω)|2,
where x = ℜ(λ ) and ω = ℑ(λ ). In particular, if λ has nonnegative real part, then e2x ≥
Tℓ(x), where, for ℓ ∈ N, the polynomial Tℓ is the truncation of the Taylor expansion of e2x

at order ℓ, i.e., Tℓ(x) = ∑
ℓ
k=0

(2x)ℓ

ℓ! . Hence, any root λ = x+ ι̇ω of ∆̃ with nonnegative real
part satisfies

F (x,ω)≥ 0,
where F is the polynomial given by

F (x,ω) = |P̃τ(x+ ι̇ω)|2 −|P̃0(x+ ι̇ω)|2Tℓ(x).

In addition, F only depends on ω through ω2 (which is a consequence of the fact that
P̃0 and P̃τ are polynomials with real coefficients), and one may thus introduce the variable
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Ω := ω2 and define the polynomial H by setting H(x,Ω) = F(x,
√

Ω) for Ω ≥ 0. Hence,
any root λ = x+ ι̇ω of ∆̃ with nonnegative real part satisfies

(9) H(x,Ω)≥ 0.

One can thus establish a bound on the imaginary parts for the roots of ∆̃ by exploiting
the polynomial inequality (9). This has been done for some low-order cases in [2, 3]. In
particular, all these works have shown that it is sufficient to bound the absolute value of
the imaginary parts of the roots in the right half-plane by π , as one can in general easily
exclude by other arguments [4] the possibility of having roots in the right-half plane with
imaginary part at most π , thus concluding the proof for the dominance of s0.

The procedure described in this subsection is synthesized in Algorithm 1 (see [2]), in
which one increases the order of the Taylor expansion of e2x until a suitable bound is found.

Algorithm 1: Estimation of a frequency bound for time-delay differential equa-
tions with a single delay

Input: ∆̃(λ ) = P̃0(λ )+ P̃τ(λ )e−λ ; // Normalized quasipolynomial

Input: maxOrd; // Maximal order

// Initialization

ord= 0; // ord: order of truncation of the Taylor expansion of e2x;

dominance= false;
while (not dominance) and (ord≤ maxOrd) do

Set F (x,ω) = |P̃τ(x+ ι̇ω)|2 −|P̃0(x+ ι̇ω)|2Tord(x);
// Tord(x): Taylor expansion of e2x of order= ord

Set H(x,Ω) = F (x,
√

Ω); // H is a polynomial

Set Ωk(x) as the k-th real root of H(x, ·);
if sup

x≥0
max

k
Ωk(x)≤ π

2 then

dominance= true;
ord= ord+1;

Output: Frequency bound: If dominance is true, then |ω| ≤ π for every root of
∆̃ with positive real part;

3. MAIN RESULTS

3.1. Dynamical QPB controller. Based on the standard QPB controller’s structure, re-
called in Section 2, we propose to extend the features of such a controller by introducing
some dynamical parameters instead of the static ones n0, nτ0 , d0 and dτ0 . The aim is to offer
more degrees of freedom to handle high-order linear systems, in order to cope with various
issues such as the robustness one, arising for example with the spillover phenomenon in
the control of flexible structures.

Definition 3.1. The output feedback QPB controller with dynamical parameters is defined,
in the Laplace domain, by

(10) D(s,τ) :=
N0(s)+Nτ0(s)e−τ s

D0(s)+Dτ0(s)e−τ s ,

where N0(s), Nτ0(s), D0(s), Dτ0(s) are polynomials in s with finite degree.
The total amount of available independent parameters, denoted NP, is given by
NP := deg(N0)+deg(Nτ0)+deg(D0)+deg(Dτ0)+4.
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Remark 3.2. It is important to note that the degrees of these polynomials are assumed
to be such that all the following transfer functions remain proper for practical purposes:

Fy(s) :=
N0(s)
D0(s)

, Fyd (s) :=
Nτ0(s)
D0(s)

and Fud (s) :=
Dτ0(s)
D0(s)

.

Fact 3.3. The closed-loop system S in (4) with the Dynamical QPB con-
troller in (10), has the same characteristic equation than in (2) where now,
P0(s) := D0(s)ψ(s)−N0(s)Nuy(s) and Pτ(s) := Dτ0(s)ψ(s)−Nτ0(s)Nuy(s). Moreover,
deg(∆) = deg(D0)+deg(Dτ0)+2np +1.

This fact shows that the MID property used for the design of the standard QPB con-
troller can also be used for the dynamical case. The main difference relies on the practical
implementation of the controller. We shall say few words about that in the next subsection.

3.2. Some practical implementation schemes. Let us denote fud (t), fy(t) and fyd (t) the
inverse Laplace transform of Fud (s), Fy(s) and Fyd (s) respectively. In time domain, the
control law derived from (10) reads:

(11) u(t) :=− fud (t)∗u(t − τ)+ fy(t)∗ y(t)+ fyd (t)∗ y(t − τ),

where the symbol ∗ stands for the time domain convolution product of causal signals.

Remark 3.4. It is worth noticing that the control signal (11) is, with the extended QPB
controller, the result of filtered terms carrying on the delayed control signal and the mea-
sured output as well as its delayed part, that are all added. In consequence, the complexity
of the control law is slightly increased w.r.t. the one from the standard QPB controller, but
with the benefit of a greater set of available degrees-of-freedom, i.e. the coefficients of the
polynomials introduced in Def. 3.1.

Remark 3.5. Note that the filters Fud (s), Fy(s) and Fyd (s) share the same poles. It can also
be interesting to filter each term of the control law (11) with a separate filter, ie each one
with its own dynamic.

Let us define the following proper linear transfer functions Gud (s) :=
Nud (s)
Dud (s)

,

Gy(s) :=
Ny(s)
Dy(s)

, Gyd (s) :=
Nyd (s)
Dyd (s)

. Those transfer functions can be considered as the

mathematical models of distinct linear filters. The QPB controller with dynamical pa-
rameters is defined by the following control law in the time domain

(12) u(t) =−gud (s)∗u(t − τ)+gy(t)∗ y(t)+gyd (t)∗ y(t − τ)

where gud (t), gy(t) and gyd (t) are the inverse Laplace transforms of the previous transfer
functions, ie their associated impulse responses. The resulting controller derived from this
control law expressed in the Laplace domain leads to

U(s) = D(s,τ)Y (s),(13)

where D(s,τ) :=
Gy(s)+Gyd (s)e−τ s

1+Gud (s)e−τ s .(14)

This last corresponds to a QPB controller with dynamical parameters as in (10), with
N0(s) := Dud (s)Ny(s)Dyd (s), Nr0(s) := Dud (s)Nyd (s)Dy(s), D0(s) := Dyd (s)Dy(s)Dud (s)
and Dr0(s) := Nud (s)Dy(s)Dyd (s).
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3.3. Obtaining the parameters of the QPB controller. The QPB controller’s structure,
ie the degree of each polynomial composing it in (11), is now assumed to be fixed to handle
the considered control problem constraints. Then, thanks to the linear dependency of ∆

w.r.t. the control parameters, the procedure leading to get these parameters is based on a
basic elimination procedure allowing the resolution of the equation set, stating the required
multiplicity of the root s0 for ∆. In other words, given M(s0), under the necessary and
sufficient conditions NP ≥ M(s0)≤ deg(∆), this procedure consists in solving sequentially
the set of equations

(15) ∆
(k−1)(s)

∣∣∣
s=s0

= 0,

for k = 1 to M(s0) in the controller’s parameters, where ∆( j)(s) stands for the jth derivative
of ∆(s) in terms of s.

4. APPLICATION TO ACTIVE VIBRATION DAMPING

4.1. System description and problem statement. The previous results are now applied
to the active vibration control problem presented in [29], [7], [8] and in [32]. It concerns
a lightly-damped beam-like flexible structure with one clamped edge and the other free. It
is an aluminum-based beam that is equipped with a piezoelectric rectangular patch used
as an actuator and rigidly bonded on one side of the beam near the fixation. Another
piezoelectric patch, with the same dimensions and used as a sensor, is collocated to the
actuator and rigidly bonded on the other side. These piezoelectric patches are composed of
a ceramic based on Lead-Zirconate-Titanate, also known as PZT in the literature. They are
polarized along the thickness. Each of the two main faces of these patches are recovered by
an electroconductive layer, an electrode, making an independent electrical equipotential on
each of these faces. Both the sensor and the actuator are made with the same piezoelectric
material and thus have the same electromechanical properties.

A sketch of this system with the main dimensions is depicted in Fig. 1. The cartesian
reference used to describe the spatial variables, is depicted in detail in Fig. 1b. Once
equipped with these piezoelectric transducers, the piezo-actuated flexible structure has the
ability to be deformed thanks to an appropriate voltage, denoted by u and expressed in
Volt, applied across the piezoelectric actuator. The piezoelectric sensor allows then to
monitor the dynamical strains. It delivers an electrical voltage denoted by y and expressed
in Volt. The whole is often called a smart structure since it can be programmed to reduce
its resonant features. More about the active vibration damping using piezoelectric patches
can be found in [29] or [25].

In this work, the considered smart structure is assumed to be embedded in a mobile
support. The mobile support is subjected to an acceleration, denoted by w in the sequel, and
it is moving along the z axis. Such a composite system obeys mechanical and electrostatic
laws expressed through coupled partial derivative equations, giving place to an infinite-
dimensional system.

Let us recall the main equations governing the dynamical motion of structural deforma-
tions and electrical variations, in the three dimensional space.

In the following, the superscript ⟨l⟩ will label the variables that rule the mechanical and
electrical motions carrying on the body Ωb, Ωa or Ωs by specifying l = b, l = a or l = s
respectively. The main physical variables, all time and space variable dependent, are
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L=195 mm

xpiez=1 mm

O

2 PZT patches
20x10x0.4mm

h=1.56 mm

l=10 mm

y

x

z

w(t)

(a) Sketch of the system with the whole dimensions.

xy
z

O

l

h
xpiez

ha

hsLp

(b) Dimensions of the piezoelectric patches: h =
1.56 mm, hs = ha = 0.4 mm, Lp = 20 mm, l =
10 mm, xpiez = 1 mm.

Ωs

Ωa

Ωb

S f Ωs

SsbΩs

SabΩa
S f Ωa

SbsΩb

SbaΩb
xy

z

O

ScΩb

(c) Exploded view. The body Ωa is the piezo-
electric actuator; The body Ωs is the piezoelectric
sensor; The body Ωb is the aluminum beam;

Figure 1: The piezo-actuated beam with one clamped edge and equipped with two piezo-
electric patches in ceramic made of Lead-Zirconate-Titanate (PZT).

• the stress (second-order) tensor, denoted σ ⟨l⟩ for l = b, l = a and l = s, where

σ
⟨l⟩ =

σ
⟨l⟩
xx σ

⟨l⟩
xy σ

⟨l⟩
xz

σ
⟨l⟩
yx σ

⟨l⟩
yy σ

⟨l⟩
yz

σ
⟨l⟩
zx σ

⟨l⟩
zy σ

⟨l⟩
zz

 ∈ R3×3;

• the displacement vector field, denoted µ⟨l⟩ for l = b, l = a and l = s, where

µ⟨l⟩ =
[
µ
⟨l⟩
x µ

⟨l⟩
y µ

⟨l⟩
z

]T
∈ R3;

• the strain tensor, denoted ε⟨l⟩ for l = b, l = a and l = s, where

ε
⟨l⟩ =

ε
⟨l⟩
xx ε

⟨l⟩
xy ε

⟨l⟩
xz

ε
⟨l⟩
yx ε

⟨l⟩
yy ε

⟨l⟩
yz

ε
⟨l⟩
zx ε

⟨l⟩
zy ε

⟨l⟩
zz

 ∈ R3×3;
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• the body force field vector, denoted f ⟨l⟩ for l = b, l = a and l = s, where

f ⟨l⟩ =
[

f ⟨l⟩x f ⟨l⟩y f ⟨l⟩z

]T
∈ R3;

• the electric displacement field vector, denoted D⟨l⟩ for l = a and l = s, where

D⟨l⟩ =
[
D⟨l⟩

x D⟨l⟩
y D⟨l⟩

z

]T
∈ R3;

• the electric field vector, denoted E⟨l⟩ for l = a and l = s, where

E⟨l⟩ =
[
E⟨l⟩

x E⟨l⟩
y E⟨l⟩

z

]T
∈ R3 with the same consideration as before;

• the electric scalar potential, denoted φ ⟨l⟩ ∈ R for l = a and l = s;

All the vectors and tensors are expressed in the orthogonal basis (x,y,z) depicted in
Fig. 1b.

The features of the piezoelectric material used for the sensor as well as for the actuator
are :

• [cE ] ∈ R6×6 is the elastic constitutive tensor for the piezoelectric bodies;
• [e] ∈ R3×6 is the piezoelectric strain tensor;
• [ϵε ] ∈ R3×3 is the dielectric permittivity tensor.

Their main expressions of the piezoelectric constitutive equations are:

[cE ] =


cE

11 cE
12 cE

13 0 0 0
cE

12 cE
11 cE

13 0 0 0
cE

13 cE
13 cE

33 0 0 0
0 0 0 cE

44 0 0
0 0 0 0 cE

44 0
0 0 0 0 0 cE

66

 ,(16)

[d] =

 0 0 0 0 d15 0
0 0 0 d15 0 0

d31 d31 d33 0 0 0

 ,(17)

[ϵσ ] =

ϵσ
11 0 0
0 ϵσ

11 0
0 0 ϵσ

33

 ,(18)

[ϵε ] = [ϵσ ]− [d] [cE ] [d]T ,(19)

[e] = [d] [cE ].(20)

The numerical data of the corresponding parameters are reported in Table 1.

Moreover, ρ⟨l⟩ > 0 denotes the density of the body ⟨l⟩ for l = b, l = a or l = s where
ρ⟨a⟩ = ρ⟨s⟩.

In the sequel, the partial derivative of the component σi j of the tensor σ ∈ R3×3 with
respect to a space variable i (i = x, y or z) will be denoted by σi j,i, and the partial derivative
of the component Vj of a vector V ∈ R3 with respect to a space variable i or the time
variable t will be denoted by Vj,i, V designating either E, D or µ . Finally, φ,i stands for the
partial derivative of the scalar potential φ with respect to a space variable i.

The mechanical equilibrium equations, for l = b, l = a and l = s, are given by

σ
⟨l⟩
ix,x +σ

⟨l⟩
iy,y +σ

⟨l⟩
iz,z + fi = ρ µ

⟨l⟩
i,tt , i = x,y,z,(21)

with σ
⟨l⟩
i j = σ

⟨l⟩
ji , i, j = x,y,z.(22)
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Table 1: Specific features for the piezoceramics PIC 151 of Physik Instrumente™

parameter unit value parameter unit value

density kg/m3 7760 N1 Hz ·m 1384
Q 88 N3 Hz ·m 181.7

N5 Hz ·m 1050
εσ

11 1936 Np Hz ·m 1915
εσ

33 2109 Nt Hz ·m 2118
εε

11 1110
εε

33 852 d31 m/V −21410−12

tan δ 15.7 d33 m/V 42310−12

d15 m/V 61010−12

k31 0.382
k33 0.697 g31 V m/N −11.510−3

k15 0.653 g33 V m/N 21.810−3

kp 0.663 g15 V m/N 36.510−3

kt 0.528
e31 N/V/m −9.6

ν 0.34 e33 N/V/m 15.1
e15 N/V/m 12.0

sE
11 m2/N 1.68310−11 cE

11 N/m2 1.0761011

sE
33 m2/N 1.90010−11 cE

33 N/m2 1.0041011

sE
55 m2/N 5.09610−11 cE

55 N/m2 1.9621010

sE
12 m2/N −5.65610−12 cE

12 N/m2 6.3121010

sE
13 m2/N −7.10710−12 cE

13 N/m2 6.3851010

sE
44 m2/N 5.09610−11 cE

44 N/m2 1.9621010

sE
66 m2/N 4.49710−11 cE

66 N/m2 2.2241010

Emax V/mm 2000
t°curie °C 250

Under the assumptions of small displacements and small strains, the first-order relation
between the strain tensor and the displacement field’s vector is

ε
⟨l⟩
i j =

1
2

(
µ
⟨l⟩
i, j +µ

⟨l⟩
j,i

)
,(23)

for l = b, l = a and l = s. The Maxwell’s equations corresponding to the electrical equi-
librium within Ωa and Ωs, under the assumptions of a perfect piezoelectric material (with
no electrical charge inside the material) and the quasi-static electric field’s one, are

D⟨l⟩
x,x +D⟨l⟩

y,y +D⟨l⟩
z,z = 0,(24)
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for l = a and l = s. Then, the electric field E⟨l⟩ is related to the electrical scalar potential
φ ⟨l⟩ by

E⟨l⟩
i =−φ

⟨l⟩
,i .(25)

Lastly, the linear constitutive equations of the piezoelectric bodies Ωa and Ωs obey to{
Vec{σ

⟨l⟩}= [cE ] Vec{ε
⟨l⟩}− [e]T E⟨l⟩,

D⟨l⟩ = [e] Vec{ε
⟨l⟩}+[ϵε ]E⟨l⟩,

(26)

with

Vec{σ
⟨l⟩} :=

[
σ
⟨l⟩
xx σ

⟨l⟩
yy σ

⟨l⟩
zz σ

⟨l⟩
yz σ

⟨l⟩
xz σ

⟨l⟩
xy

]T
,(27)

Vec{ε
⟨l⟩} :=

[
ε
⟨l⟩
xx ε

⟨l⟩
yy ε

⟨l⟩
zz 2ε

⟨l⟩
yz 2ε

⟨l⟩
xz 2ε

⟨l⟩
xy

]T
.(28)

The one of the aluminum-based beam is given by

σ
⟨b⟩ =

Y
1+ν

ε
⟨b⟩+

ν Y
(1+ν)(1−2ν)

Tr
{

ε
⟨b⟩
}
13,(29)

where 13 is the 3× 3 identity matrix, Tr is the matrix trace operator, Y and ν are the
Young’s modulus and Poisson’s coefficient characterizing the constitutive law of the used
aluminum. There values are Y = 78109 (Pa) and ν = 0.3.

To complete the problem statement, the boundary conditions are specified on the differ-
ent surfaces indicated in Fig. 1c. The Dirichlet type conditions are:

• µ = 0 on ScΩb, expressing a zero displacement of clamped edge;
• φ = 0 on SsbΩs ∪ SabΩa, expressing the ground voltage on the bounded faces of

the piezoelectric patches;
Note that the perfect gluing of the piezoelectric patches on the aluminum beam is
expressed by SsbΩs = SbsΩb and SabΩa = SbaΩb.

• φ = u on S f Ωa, expressing an electrical equipotential on the free face of the piezo-
electric actuator that is the controlled variable;

• φ = y on S f Ωs, expressing an electrical equipotential on the free face of the piezo-
electric sensor that is the measured variable;

The only Neumann condition carries on the sensor’s free electrode, where there is no pre-
scribed surface electric charge since it is assumed that the sensor is electrically insulated
so that the processing of the sensor’s measurement y does not interfere with the produced
electric charges. This is expressed as

Dx nx +Dy ny +Dz nz = 0,

where nx, ny and nz are the unit vectors orthogonal to the free faces (boundaries) of the
body Ωs.

The whole system is assumed to be at rest at t = 0. Hence, the initial conditions are all
zero, say µi = 0 and µi,t = 0, φ = 0 and φ,t = 0 on Ωb ∪ Ωs ∪ Ωa, for i = x,y,z.

These coupled partial derivative equations are difficult to handle analytically. Moreover,
a finite-dimensional inputs-to-outputs model in transfer function form is desired to suit our
control method. To this end, the next step of the modeling is the approximation of the
solution thanks to the finite element method where a deep presentation can be found in
[15, 26]. This framework is very well suited to take into account the electromechanical
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coupling between piezoelectric patches and thin mechanical structures, as emphasized in
[31].

The inputs-to-outputs dynamical model of finite dimension is obtained thanks to a finite
element modeling, whose presentation is out of the scope of this work. More details are
given in [8] and references therein. Fig. 2 shows both the meshing and the type of elements
used to approximate the infinite-dimensional problem presented previously.

Figure 2: Meshing of the composite structure for the finite element modeling.

The obtained finite-dimensional model is linear and of order 24, which is enough for an
accurate description in the low-frequency range, up to 3500 (Hz). For control purposes,
a design model is derived from the previous full-order one after a reduction to order 2,
containing only the first mode dynamic and preserving the static inputs-to-outputs gains.
The numerical data of the reduced order model are given in [8]. The frequency responses of
both models are presented in Fig. 3. These models are given with the form (4), where Z(s)
stands here for the Laplace transform of the relative acceleration of the point located at the
middle-end of the beam (relatively to the clamped edge’s acceleration), Y (s) corresponds
to the voltage across the piezoelectric sensor y, U(s) is the voltage applied across the
piezoelectric actuator u and W (s) is the acceleration imposed to the clamped edge of the
beam w.

The flexible beam is submitted to a shock-like disturbance w, applied to its clamped
edge. It is represented by a rectangular signal of magnitude 1 (m/s2) with a pulse-width
of 6 10−3 (s). In response to this disturbance signal, the control objective consists in
damping the dominant vibration mode without degrading the natural damping of the other
modes located at higher frequencies. The first three vibration modes of bending type are
presented in Fig. 4. The first one has a resonant frequency at 38.8 Hz.

4.2. Controller design. The disturbance rejection problem considered here is formulated
as a robust performance control problem, where the controller has to be robust w.r.t. the vi-
bration modes neglected in the design model. To cope with this issue, designers frequently
introduce a high-order roll-off filter in serial with the controller, with a cutoff frequency
located between the last mode’s frequency included in the design model and the first ne-
glected mode’s one. The choice of this filter’s parameters is generally rather empirical.
The fundamental result behind the use of this filter is the low-gain theorem recalled in [33]
pp. 204. Based on the same idea, in this work, the choice is made to use a first-order
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Figure 3: Frequency responses of the full-order model (green −) & design model
(blue ·−).

(a) 1st bending mode at 38.8 Hz. (b) 2nd bending mode at 239 Hz. (c) 3rd bending mode at 649 Hz.

Figure 4: First three controllable and observable vibration modes.

filter combined with a QPB controller, with a low-frequency unitary gain but with a cutoff
frequency left free for the design procedure. More precisely, the dynamical QPB controller
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in (10) is sought with

D0(s) := d0 (1+α s) ,

Dτ0(s) := dτ0 ,

N0(s) := n0,

Nτ0(s) := nτ0 .

It has NP = 5 independent parameters.

Using the notations of Sec. 3 and the design model’s data, the resulting polynomials of
the system’s characteristic function ∆(s) in (2) are:

P0(s) = α d0 s3 +((1+α a1)d0 −n0buy2) s2 +((a1 +α a0)d0 −n0 buy1)s+d0 a0 −n0 buy0 ,

Pτ(s) =
(
dτ0 −nτ0 buy2

)
s2 +

(
dτ0 a1 −nτ0 buy1

)
s+

(
dτ0 a0 −nτ0 buy0

)
.

Notice that ∆(s) is here of retarded type with m = 2 and n = 3, thanks to the presence of
the first-order filter. Let s0 ∈ R− be the multiple root to be assigned. The total amount
of independent parameters to be tuned is NP = 5. Here, we have imposed α = 1/d0. As
mentioned in Remark 2.1, the targeted multiplicity M(s0) has been taken lower than the
quasipolynomial’s degree, 5 = NP ≥ M(s0) = 5 < deg(∆(s)) = 6, in order to offer more
possibility to assign s0 while giving enough equations to deal with the number of unknown
parameters.

Hence, the controller’s parameters and the multiple root are obtained by solving the set
of equations given by (15) for k = 1 to M(s0) = 5.

4.3. Numerical and simulation results. Given the numerical data of the design model
indicated in [8], the numerical values of the dynamical QPB controller are given in Ta-
ble 2, for s0 = −220. The choice of this value is driven by twofold. It is selected in the

Table 2: Numerical results in the case s0 =−220.

n0 ≈ 10182.71 nτ0 ≈−7611.07 τ ≈ 8.9366 ·10−3

d0 ≈ 895.519 dτ0 ≈−637.158 α ≈ 1.1167 ·10−3

admissible s0(τ)-curve in Fig. 5, derived from the previous design procedure. Among the
admissible values, the one with a modulus close to the open-loop system’s pole is preferred
in order to reduce the control’s effort in closed-loop. The roll-off filter’s cutoff frequency
is roughly equal to 142.5 Hz, clearly located at the right frequency region as usually set by
the specialists of flexible structures’ control.

Two simulations have been performed to check the closed-loop performances, each one
with the design model first and then the full-order model. The one in Fig. 6 is the time
response of the free-end’s acceleration to the shock-like disturbance. In addition to the
closed-loop stability for both models, one can notice the spectacular enhancement of the
closed-loop settling time w.r.t. the open-loop. Fig. 7 shows a comparison of the frequency
responses for the accelerometric transfer function, ie from input w to output w+ z, in both
cases: open-loop vs closed-loop. The damping of the first mode’s peak of resonance has
been successfully achieved, with an attenuation of more than 50 (dB). Moreover, this
level of damping is maintained with the full-order model. It is worth mentioning that the
neglected modes in the design model are remained stable and have also been damped.
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ASSIGN:=s=-220;
DESIGN:=[]:
DESIGN:=[op(%),op(solve(subs(ASSIGN,POLADM),{tau})[2])];
DESIGN:=[op(%),op(evalf(subs(DESIGN,subs(ASSIGN,subs(PARAMS,ELIM3))
)))];

s0

τ

Figure 5: Admissible (s0,τ) pair.

Figure 6: Open (blue) vs closed-loop (red) time responses of the controlled output z, for
the design model (top) and the full order model (bottom).

To conclude, the problem of disturbance rejection on the controlled output z(t) has been
successfully addressed. The achieved closed-loop performances are very close to those
in [30], obtained for the same system with an optimal H∞ controller of finite dimension,
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Figure 7: Open (blue) vs closed-loop (red) accelerometric frequency responses of the w-
to-(w+ z) transfer function, for the design model (left) and the full order model (right).

designed with regional pole placement constraints and reduced to order 6. However, the
structure of these controllers is very different.

5. CONCLUSION AND FUTURE WORKS

This work has shown the very promising features of an output-feedback controller based
on a basic but tricky combination of delayed and filtered terms carrying on the input and
output signals: the QPB controller with dynamical parameters where the time delay is used
as a design parameter among the others. The appealing MID property has been cleverly
adapted to offer a controller design procedure with enough degrees of freedom for the
achievement of a given multiple and dominant root assignment in closed-loop. All of this
has been illustrated by a realistic but challenging application of active vibration damping,
though done in simulation. The next step will concern the experimental implementation of
the QPB controller for some real-time tests. The challenge will consist of implementing the
filtered delay actions in a reliable manner on Digital Signal Prototyping electronic board.
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Birkhäuser Boston, Inc., Boston, MA, 2003.

[13] J. K. HALE AND S. M. VERDUYN LUNEL, Introduction to functional differential equations, vol. 99 of
Applied Mathematical Sciences, Springer-Verlag, New York, 1993.

[14] D. R. HARTREE, A. PORTER, A. CALLENDER, AND A. STEVENSON, Time-lag in a control system. II,
Proc. Royal Soc. A, 161 (1937), pp. 460–475.

[15] J.-F. IMBERT, Analyse des structures par éléments finis, Cépaduès-Éditions, 1979.
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ence (ACC), Montréal, Québec, Canada, June 2012, p. 5330.

[31] S. TLIBA AND H. ABOU-KANDIL, On the modeling of the electroelastic interaction between a plate and a
piezoelectric patch, in Proceedings of the International Conference on Computational Methods for Coupled
Problems in Science and Engineering, COUPLED PROBLEMS 2005, M. Papadrakakis, E. Oñate, and
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