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Abstract—Generative face video coding (GFVC) schemes ap-
plied to talking head videos have recently demonstrated signif-
icant coding gains compared to traditional coding frameworks,
particularly at ultra-low bitrates. Despite advancements in the
field, these methods still face challenges in handling large
pose and facial expression changes, as well as (dis-)occlusions.
Recently, a hybrid approach (HDAC+) that combines a low-
quality video coded with a conventional codec and animation-
based coding has been proposed for standardization and shown to
partially address these issues. Although HDAC+ shows promising
results, it still struggles with generating accurate images. In this
paper, we propose HDAC-HF, an improvement to the reconstruc-
tion process in HDAC+. Based on empirical observations that
some pose and expression details are lost during animation, we
introduce a high-frequency (HF) shuttling mechanism to enhance
reconstruction fidelity at the decoder side, inspired by recent
advancements in video super-resolution. By enhancing the flow
of high-frequency details in the feature domain, we improve
the reconstruction of facial expressions and poses. Qualitative
and quantitative experiments confirm that the proposed method
improves reconstruction without any additional bitstream or
signaling cost compared to the baseline HDAC+ codec.

Index Terms—Video Compression, Generative Face Video
Coding, Frequency Shuttling, Video Conferencing

I. INTRODUCTION

Achieving low-bitrate compression with high-quality re-
construction remains a significant challenge in video coding.
Although end-to-end learned image [1] and video compres-
sion [2]-[4] frameworks have shown competitive performance
against traditional codecs like HEVC [5] and VVC [6], they
are generally tailored for broad applications and fall short in
addressing the specific needs of video conferencing. Deep
image animation offers a promising approach to compress
talking head videos, that are characteristic of video conferenc-
ing, at ultra-low bitrates, i.e., below 10kbps. Inspired by the
First Order Animation model [7], GFVC frameworks such as
[8]-[13] demonstrated viable video reconstruction with high
perceptual quality at very low bitrates. This is largely due
to the compactness of the bitstream information required to
decode very long video sequences. The underlying principle
is video self-reenactment. That is, given a reference frame
(typically the first frame in a sequence), the subsequent frames
can be reconstructed using a generative network given the
motion predictors between the reference frame and the fol-
lowing target frames. The effectiveness of the GFVC methods
is shown on their ability to reproduce motion from a small

set (hence low bitrate) of motion keypoints/landmarks on
a speaker’s face. However, the initial GFVC methods were
demonstrably limited in the complexity of motions they could
reproduce and had limited perceptual fidelity when there
are large pose changes between the reference and the target
frames. Occlusions in the foreground and dis-occlusion of
background details also limit the effectiveness of these meth-
ods. Further, the generative nature of these frameworks limits
their performance in reconstructing videos with satisfactory
pixel fidelity.

The observed limitations of purely animation-based GFVC
frameworks [8]-[11] have been primarily addressed through
hybrid [12] or predictive [13] animation frameworks. In
particular, the Hybrid Deep Animation Codec (HDAC) [12]
functions similarly to a layered multiple description scheme:
one layer is encoded at low quality using a conventional
codec such as HEVC or VVC, while an additional stream
contains animation information, such as keypoints and intra-
coded frames of a Group of Pictures (GoP). Both streams can
be decoded independently, but HDAC decodes them jointly,
using the conventionally coded layer to obtain a structural and
content prior that enhances the perceptual and pixel fidelity of
the animated video. Recently, this approach has attracted atten-
tion in GFVC standardization, since the animation bitstream
can be conveniently transmitted through SEI (Supplemental
Enhancement Information) messages to the decoder. There-
fore, an extended version of HDAC that supports multiple
quality levels for the conventionally coded layer through a
single model has been proposed for standardization in the
JVET GFVC Adhoc group [14]. In this paper, we employ
this version of HDAC as the baseline for our method. To
avoid confusion with the initial version in [12], we denote
it as HDAC+ in the following.

This paper aims to enhance the effectiveness of HDAC+
by introducing a high-frequency shuttling mechanism to im-
prove the reconstruction fidelity of HDAC-generated images.
Although HDAC+ has significant quality gains compared to
animation-only decoding approaches, we have observed that
the reconstructed video can still exhibit distortions, such as
improperly reconstructed facial expressions. We hypothesize
that these reconstruction errors are partially due to a loss
of feature details throughout the reconstruction process. Re-
cent research on video super-resolution has demonstrated that
high-frequency shuttling i.e. filtered skip connections, can
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Fig. 1: The proposed HDAC-HF architecture comprising two compressed bitstreams: the animation-based GFVC bistream
and a HEVC/VVC bistream used as a conditional base layer during the frame reconstruction process. Our method proposes
a high-frequency shuttling mechanism that enables improved reconstruction fidelity for facial expressions and poses without
additional signaling cost compared to the baseline HDAC+. IF: Intra Frame coding; KPD: Keypoint Detector; EC: Entropy

Coding; DMG: Dense Motion Generation.

significantly improve reconstruction quality in deep video
generation [15]. This is in-turn inspired by the need to
minimize aliasing in autoencoder frameworks [16]. While in
both cases, the objective is anti-aliasing the generated pictures,
we observe that this architecture can be used to transfer
fine-scale information such as edge details that are typically
lost in the generative framework such as HDAC [12]. As
a result, we propose a novel motion and occlusion-aware
high frequency shuttling mechanism that is applicable to the
animation framework. Our experiments on the extension to the
HDAC+ model, i.e., HDAC-HF, confirm that high-frequency
shuttling is also beneficial for facial animation, leading to
better preservation of pixel and perceptual detail.

II. PRELIMINARIES

Generative Face Compression frameworks [8]-[10] using
animation relies on a compressed reference frame X, and
sparse motion keypoints extracted from the reference frame
K, and each target frame K;. A generative autoencoder uses
the reference frame features €, and keypoints to predict the
optical flow between the reference and the target (O,{c _) and
an occlusion mask (O], ,) that guides the generator in-painting
process. The reference features are subsequently transformed
as follows:

& = O;n—nt 'w(O:—M’ET) (1

where w(-,-) denotes feature warping through the optical
flow, using grid sampling. However, this process relies on
the generalization ability of the motion predictor and close
alignment between the reference and target frames in the
feature space. Unfortunately, the latter can be inaccurate,
especially in the presence of large pose changes as well as
facial occlusions.

The hybrid generative face compression framework
(HDAC) [12] improves the capabilities of the generative
face compression (GFVC) process by incorporating a low-
quality version of the target frame, X7, which is encoded
and transmitted using a standard codec such as HEVC [5]
or VVC [6]. During the animation process, the features (af)
of this low-quality frame are used as a conditioning input to
the animation generator.

Improvements to the optimization process of the HDAC
framework were included in the JVET-AHO114 standardiza-
tion effort. We refer to the standardized HDAC model as
HDAC+ [14]. HDAC+ enhanced reconstruction fidelity of
HDAC by including an additional MSE term in the loss
function at training time. The MSE loss is weighted differ-
ently depending on the quantization level of the VVC layer.
Furthermore, HDAC+ has been trained using multiple VVC
quantization parameters, resulting in models that generalize
better across different test conditions [14]. In addition to
using the standardized model HDAC+ as a baseline in this
paper, we also employ the test conditions defined in [14],
which enables comparing performance fairly and reproduce
the results. We use this architecture to show the potential of
high-frequency shuttling in improving pixel fidelity for hybrid
animation frameworks.

III. PROPOSED METHOD

The proposed coding framework (HDAC-HF), shown in
Fig. 1 offers improvements over the original HDAC archi-
tecture [12]. We present the novel high-frequency shuttling
mechanism for HDAC in Section III-A, with a focus on details
coming from feature maps, the choice of high-pass filter, and
the intuition behind its effectiveness.



A. High Frequency Shuttling

The hybrid animation framework achieves notably higher
pixel fidelity in the reconstructed output compared to
animation-only GFVC frameworks. However, previous works
have demonstrated its limitations in recovering expression
and pose details in animated videos. In this paper, we hy-
pothesize that this loss of detail is due to the generation
process, where some relevant feature details are lost during the
animation and upsampling/reconstruction blocks. Nonetheless,
high-frequency details necessary for accurately reconstructing
facial expressions and poses are still available in the Intra
frames, which are encoded using a conventional codec with
higher quality than the VVC coded layer. The basic idea of
HDAC-HF is to enhance the animation and generation of target
frames by transferring details from the Intra frame features to
the generator decoder.

To this end, we draw inspiration from the concept of high-
frequency shuttling [15] used for high-fidelity video super-
resolution. In [15], high-frequency details are obtained by
subtracting a low-pass filtered version of the features and
then transferred through the network as skip connections. This
method has been shown to improve edge detail reconstruction
in super-resolved videos. Our approach follows a similar
strategy by directly filtering the features through a high-pass
filter. Additionally, since the features are used for target frame
reconstruction rather than reference frame reconstruction, we
apply warping using dense reconstructed optical flow and an
occlusion mask directly learned within the animation gen-
erator. This process, similar to the conventional generation
method of HDAC+ illustrated in Figure 1, maximizes the
effectiveness of the skip features.

More specifically, we construct a feature pyramid with high-
frequency details from the encoder network of the animation
generator, where each feature set is computed as follows:

eh = frpr(er), Vi € (1,2) )

where Eﬁlf are high frequency features, fr,¢ is a high pass
filter and ¢}, are the reference frame features at level 7 of
the downsampling encoder. The high-frequency features are
then aligned with the transformed features used in the image
generation process and added at each level of the upsampling
decoder. To align the high-frequency features, the optical flow
and occlusion mask predicted between the reference and target
frames are applied as follows:

€y = Oy - w(O] Ly 2h)- 3)
In the decoder upsampling network, the high frequency fea-
tures are added to the transformed reference features before
each upsampling block as follows:
& =d(E +&)) @)
& =d"(& +4hy), (5)
where d.? are the decoder upsampling blocks and &7 are the
final features maps used for target frame prediction.
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Fig. 2: Approximations of the Laplacian filter kernel.

To validate the effectiveness of high-frequency shuttling, we
consider two variants of a discrete Laplacian filters shown in
Figure. 2 : a simple high-pass filter, denoted as Filter 1 filter
and a second order high pass filter denoted as Filter 2.

RESULTS AND DISCUSSION

B. Datasets, Training and Evaluation

We reproduce the standardized model (HDAC+) [14] and
implement the proposed high-frequency shuttling mechanism.
The training dataset follows GFVC conditions and consists of
18k videos from the VoxCeleb Dataset with a resolution of
256256 pixels. The training videos are encoded with VVC
(VIM 12) and HEVC (HM-16), with QP values of 50,48,46
and 44. At training time, the base layer frame for each target
frame in a batch is sampled randomly between those QP
values. The loss function is proportionally adjusted to account
for the quality of the base layer frame. For HDAC+ [14] we
train two models, i.e., one for each base layer codec. Our
proposed method (HDAC-HF) is trained instead with VVC
base layer only. Despite this, at inference time, we observe
that the models maintain robust performance even when the
base layer is changed to HEVC, while for HDAC+ this is not
the case and a color shift has been observed when a different
codec is used at inference. We follow the JVET-AHO0114 [14]
test protocol using the standardized settings for all GFVC
frameworks as well as HEVC and VVC anchor methods.

C. Rate-Distortion Performance Evaluation

Table I presents the relative bitrate savings of our proposed
coding framework, HDAC-HF with Laplacian filter, compared
to the baseline HDAC+, a residual GFVC coding method
called RDAC [13], and conventional HEVC and VVC codecs.
Five quality metrics are used to evaluate performance: FSIM,
MS-SSIM, LPIPS, msVGG, and DISTS.

As shown in the table, HDAC-HF achieves significant
gains compared to conventional codecs and the residual-
based approach RDAC. RDAC’s residual coding consumes
significant bitrate, reducing the overall efficiency of that codec.
The comparison with HDAC+ is more nuanced. The BD-BR
gains are favorable but more limited, with an increase in the
average rate for similar DISTS quality. We attribute this loss
in DISTS, which focuses on texture preservation, to the loss of
detail in some textures not necessarily associated with facial
expressions or pose details, as shown in the visual examples
in the next section. These features might be somewhat lost in
the feature encoder of the intra-frame. Further study on this
phenomenon is ongoing.

Finally, we do not compare BD-BR with other GFVC
approaches such as CFTE [10] or DAC [8], as those methods
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Fig. 3: Visual Comparison: HDAC-HF significantly outperforms conventional codecs and improves facial detail reconstruction
over HDAC+, such as the teeth (top row) and the eyes (bottom row).

only target extremely low bitrates, resulting in RD curves that
have little or no overlap with ours, impeding a fair BD-BR
computation.

TABLE I: Bjgntegaard-Delta Bitrate (BD-BR) Performance of
HDAC-HF (Using VVC Base Layer)

PSNR-Y MS-SSIM LPIPS msVGG DISTS

RDAC [13] -59.36 -54.42 -5.34 -44.46 -17.68
HDAC+ [14] -6.82 -6.20 -3.23 -11.35 5.68

HEVC -38.42 -47.12 -75.53 -63.17 -67.16

vvC 9.30 -21.66 -62.63 -47.30 -59.64

D. Visual Results

Fig. 3 shows a visual comparative analysis of the proposed
framework versus the previous GFVC frameworks as well
as VVC with low-delay configuration. In both examples, we
observe a significant enhancement in perceptual quality when
using our proposed HDAC-HF method (with Laplacian filter),
as compared to VVC at low bitrates (~12kbps). Notably,
the animation-only GFVC methods, such as CFTE and DAC,
demonstrate good perceptual quality but struggle with accurate
facial detail reconstruction. This limitation arises from their
inability to effectively predict large motions and reproduce
intricate facial expressions. The previously developed hybrid
coding framework, HDAC+, addresses some of these limi-
tations by improving both perceptual and pixel fidelity over
DAC and CFTE. Our proposed method, HDAC-HF, further
enhances the reconstruction of facial details, such as teeth and
eyes. In Example 1 (top row), we observe an improvement
regarding the generated mouth, attributed to the HF shuttling
mechanism. Similarly, in Example 2 (bottom row), HDAC-HF
shows superior reconstruction of the eyes, achieving a closer
alignment with the ground truth target frame.

E. Impact of the high-frequency filter

As mentioned in Section 3, the choice of the high-frequency
filter has a significant impact in terms of reconstruction
performance. In Fig. 4, we report the average RD curves on
LPIPS. We observe that, for this task, the Laplacian filtering
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Fig. 4: Impact of the choice of the high-pass filter.

is generally better than a simple high pass filter (analogous
to the residual obtained from the low pass filter proposed
by [15]). However, the performance of the two kinds of
filtering, as well as the relative gains over HDAC+, strongly
depend on the adopted metric. For a pixel-based metric such
as MS-SSIM, the gains are small but consistent, while for
LPIPS, the simple high pass filter seems to deteriorate the
performance of HDAC+ and is the motivation for selecting
Laplacian filter with better edge detection and noise suppres-
sion characteristics. We are currently investigating the reasons
for this phenomenon, and whether using higher-order filtering
might further increase the performance.

IV. CONCLUSION

We investigate the problem of preserving facial expression
and pose details in generative face video coding. Using a
hybrid animation codec as our baseline, we demonstrate that
transferring high-frequency details in the feature space from
the reference intra-frame to the target reconstructed frames can
enhance the reconstruction of facial features. The initial results
are promising, further improving the performance of GFVC
codecs compared to traditional coding schemes at low to very
low bitrates. However, several issues and questions remain un-
resolved. Specifically, we hypothesize that a learnable dynamic
high-pass filter similar to [17], could have significant impact
performance with a trade-off on increased decoder complexity.
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