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ABSTRACT 

This thesis concerns the energy management of electricity microgrids. The scientific contribution 

follows two directions: (i) modelling individual intelligence in energy management under 

uncertainty and (ii) microgrid energy management integrating diverse actors with conflicting 

objectives. Agent-Based Modelling (ABM) is used to describe the dynamics of microgrid actors 

operating under limited access to information, and operational and environmental uncertainties. 

The approaches considered to model individual intelligence in this thesis, Reinforcement Learning 

and Robust Optimization, provide each agent with the capability of making decision, adapting to 

the stochastic environment and interacting with other agents. The modelling frameworks 

developed have been tested on urban microgrids integrating different energy consumers, sources 

of renewable energy and storage facilities, for optimal energy management in terms of reliability 

and economic indicators under operational and environmental uncertainty, and components 

failures. 

Keywords: Smartgrids, microgrid, agent-based model, uncertainty, reinforcement learning, robust 

optimization. 
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RESUMÉ 

Le travail de recherche est axé sur la gestion de l’énergie dans les micro réseaux électriques. La 

contribution scientifique est ici basée sur: (i) des approches de modélisation d’intelligence 

individuelle pour la gestion d’énergie sous incertitudes et (ii) la gestion de l’énergie dans un micro 

réseau intégrant différents acteurs avec des objectifs conflictuels. Les acteurs de micro réseaux, 

opérant sous un accès limité aux informations et en présence d’incertitudes opérationnelles et 

environnementales, sont modélisés par une approche orientée agent (Agent-Based Modelling). Les 

approches considérées pour la modélisation de l’intelligence individuelle dans cette thèse, i.e. 

l’apprentissage par renforcement (Reinforcement Learning) et l’optimisation robuste (Robust 

Optimization), attribuent à chaque agent des capacités de prise de décision, d’adaptation à leur 

environnement stochastique et d’interactions avec d’autres agents. Les méthodes de modélisation 

développées ont été testées sur des micro réseaux urbains impliquant différents consommateurs 

d’énergie, des sources d’énergie renouvelable et des moyens de stockage, afin d’optimiser la 

gestion de l’énergie en termes de fiabilité et des aspects économiques, sous incertitudes 

opérationnelle, environnementale et de défaillances des composants. 

Mots clés: Réseaux intelligents (Smartgrids), micro réseau, approche orientée agent, incertitude, 

apprentissage par renforcement, optimisation robuste 
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NOMENCLATURE 

�   time step (h), 

�����    passengers flow through TS at time t (number/h), 

��   average solar irradiation at time t (W/m2), 

��	   energy required for inside and outside lighting in the TS at time t (kWh), 

��
	
�   energy required for passengers lifting in the TS at time t (kWh), 

��
	
�   energy required for electronic equipment in the TS at time t (kWh), 

���   total hourly required energy in the TS at time t (kWh), 

����   available energy output from the PV generators installed in the TS at time t

(kWh), 

���   portion of energy purchased from the external grid by the TS (kWh), 

���   portion of energy sold to the external grid by the TS (kWh), 

����   portion of energy sold to the D and generated by the PV panels of the TS 

(kWh),

��� and �����    energy levels in the TS battery at time t and t-1 (kWh), 

�������  energy portion that the TS battery is capable of charging or discharging 

during time t (kWh),  

������ and �������  binary variables which model that the TS battery can either only be charged 

or discharged at time t, 

�����   the maximum TS battery charge (kWh),  

!   time period considered for the optimization (h), 

"�   total costs for TS for time period T (€), 

#�� and #��  average hourly costs of purchasing and selling one kWh from the external 

grid, respectively, at time t (€/kWh), 
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#�$    average hourly cost per kWh from the bilateral contract agreed with D at 

time t (€/kWh),

%   coefficients defining the minimum amount of energy to be sold to D by TS, 

�&�$   expected energy demand for D at time step t, predicted by TS (kWh), 

�'��   level of uncertainty in TS energy demand quantified for the robust 

optimization at time t (kWh), 

����() and ����	) upper and lower prediction bounds of TS energy demand at time t, 

respectively (kWh),  

*   simulation time period composed of Ns time steps of one hour (h), 

time step (h), 

+�   consumer load over the time interval (Wh),

��   electricity market price at time t ($/Wh),

��,�   available power output from the wind generator over the time interval -�
(Wh),

��   level of battery storage at time t (Wh),

�, µ   failure and repair transition rates at normal wind speed conditions (h-1), 

�’, µ’   failure and repair transition rates at extreme wind speed conditions (h1), 

i, n, p indexes of system states,  

���   system state of index i at time t, 

.�/  action at time t, 

l index of generic scenario composed of 0���� ��1�2 � ��13� 4 system states at time 

steps t, t+1 and t+2, 

�#56.789�	   generic scenario of index l at time t, 

:�/ sequence of actions of index j composed of 0.� � .�1�� .�134 at time steps t, 

t+1 and t+2, 
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7;���� .�/<  reward value received as the result of taking action .�/  in state ��� at time t, 

=;���� .�/<  value function of the state-action pair ;���� .�/<,  

7>�#56.789�	 � :�/? total discounted truncated reward for the sequence of actions :�/ performed 

under the �#56.789�	 , 
@ discounted factor taking values within the range of [0,1], 

" learning rate taking values between 0 and 1, 

A�   set of coefficients, which are subject to uncertainty, in row i of the matrix 

A, 

.�/   expected value of the parameter, 

.B�/C   uncertainty interval width of the uncertain parameter  

D�/   random variable associated with the uncertain data .E�/,  
F� parameter, taking its values in the interval 0G� HA�H4, used to adjust the level 

of robustness of the proposed solution, 

I�/, J/  and K� RO variables forced to be greater than or equal to zero, 

K���,
�, K�L���, K�M����, I��NOP , I�QNRS, I��N
T
, I��NU, I��NV, J��NOP, J�QNRS , J��N

T
, J��NU and J��NV  RO variables 

in the methodological application forced to be greater than or equal to zero, 

W�21� and W�213 auxiliary RO variables forced to be equal to one, 

X���,
� and X�L��� level of uncertainty considered in each optimization model of the 

methodological application ,  

�'��   uncertainty in energy demand of TS, 

����() and ����	) upper and lower prediction bounds of energy demand at time t, respectively 

(kWh).  
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INTRODUCTION

1. INTRODUCTION 

The research of the present PhD thesis consists in the methodological development of modelling 

and optimization solutions for the novel concept of intelligent electricity grids, the so-called Smart 

grids, and in particular their deployment for the integration of distributed generation in city grids. 

The introduction to the research is presented below as follows. Section 1.1 recalls the major 

challenges of conventional electricity grids, in particular related to the diversification and massif 

integration of distributed generation sources into down-stream electricity grids. The Smart grids 

paradigm for addressing these challenges is introduced in Section 1.2. Section 1.3 provides the 

statement of the research problems in the context of Smart grids and maps the methods applied to 

find the responses. Finally, Section 1.4 presents the structure of the thesis. 

1.1. Research motivations 

1.1.2. Challenges in conventional power grids 

Current energy production is largely reliant on fossil fuels, up to 69%1 in the global energy mix 

[1], with implications on global greenhouse gas emissions exacerbating the effects of climate 

change, contributing 41% of global GHG emissions2 [2]. The reliance on nearing depletion fossil 

fuels resources [3], [4] as a single source of energy production is unsustainable as the growing 

global population demands more energy, predicted to rise of 49% until 2035 [5]. 

The main criticality of current energy systems lies in their conventional centralized architecture. 

Environmental issues and the increase of energy demand are challenging the traditional ways of 

energy generation and distribution systems, whose architecture is organized in a strong hierarchical 

infrastructure with only few centralized electricity transmission channels from energy producers 

to load consumers under unidirectional power flow and vertical control and operation. This 

centralized hierarchical structure is widely used in the design of engineering systems and presents 

a relatively transparent system organization with clearly identifiable elements of topology, purpose 

and control which supply organizational advantages and facilitate system monitoring, fault 

detection and correction [6]. Undoubtedly, the current electricity architecture defines clearly the 

                                                 
1 Accounts for coal (40%), natural gas (24%) and liquid fuels (5%) in 2010 
2 For electricity and heat generation in 2010 
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authority domain and the role for each actor on the energy market, as well as operation and 

interaction modes between the diverse elements. 

The major vulnerability of centralized architecture electricity grids comes from their scale-free 

organization standing on a limited number of highly connected nodes of production sources and 

few unidirectional transmission channels through which cascading failure propagation may occur 

in the absence of bypass transmission [7]–[9].  

1.1.3. Diversification and integration of distributed energy sources and related 

challenges 

The energetic and environmental challenges of the 21st century drive the development and adoption 

of new energy sources for meeting several success criteria [10], [11]. The ‘low carbon’, ideally 

renewable, energy sources are fostered for improving the environmental performance of the energy 

industry while overcoming resource scarcity and meeting the increasing demand. At the same time, 

diversity of energy sources is expected to contribute to the resilience of energy systems. 

The most widely used renewable energies at present can be divided into two major groups: 

hydropower systems and other renewable energies, e.g. solar, wind, geothermal, biomass and 

ocean (in majority wave and tidal power) energy production systems. The total renewable share of 

world electricity generation represents 21% [1]. Currently hydropower, including small and micro 

hydro-systems, is the dominant means of low carbon energy production with the share of 81% 

from total world renewable electricity generation in 2010 [1]. The second largest renewable 

generation is represented by wind power with the share of 8% from total world renewable 

electricity generation in 2010 [1]. Other experimental renewable energies, such as osmotic or 

salinity gradient power [12] and microbial fuel cell [13], are beginning to become available, 

although the technology is less developed and deployment is limited.  

On the other hand, global installed capacity of renewable energy has grown very rapidly – up to 

31.7% growth for wind power [14], up to 50% for PV solar energy [15], up to 50% for wave and 

tidal power [16] and up to 20% for geothermal energy between 2005 and 2010 [17]. 

Moreover, the current expansion of the renewable power capacity is driven by new energy policies 

and local incentives offered in order to face the energetic and environmental challenges of the 21st
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century. Thus, the Renewable Energy Directive3 sets a target of a 20% share of renewable energy 

to be achieved by 2020 [18] and the European Council counts on renewable energy generation 

playing a major role in achieving the long-term objective of 80-95% CO2 emissions reduction by 

2050, with the 20% target likely to be achieved and even surpassed by 2020 [18].

The exploitation of renewable resources poses a new set of technological challenges to 

conventional transmission and distribution grids. Besides the availability of the renewable energy 

sources, which imposes geographical constraints on generation, local weather conditions and 

seasonal changes give them a character of ‘intermittency’ in contrast to the ‘always-on’ fossil or 

nuclear generation. The intermittent characteristic causes problems for their efficient and reliable 

management and calls for supplemental electricity generation to avoid power grid unreliability and 

instability in the presence of large-scale integration of renewable energy sources. This can lead to 

considerable increases in the cost of electricity. The intermittency of solar and wind energy makes 

them unsuited for base-load and peak demand without high-capacity energy storage systems to 

feed the electricity grid during peak demand. The forecasting error for energy generation from 

wind farms is up to 29% for 48 hours in advance depending on different forecasting models [19]. 

Based on these uncertainties, renewable energies need a large margin of backup electricity 

generation capacity, e.g., up to 3:1 wind to fossil fuel ratio in order to ensure power demand [20]. 

1.2. Smart grids – intelligent infrastructures 

The paradigm to address the challenges of renewable energies integration in the distribution grids 

is the implementation of new emerging intelligent infrastructures, i.e., Smart grids, which are 

expected to improve coordination of energy generation by diverse energy sources, transmission 

and distribution efficiency to meet increasing demand, protection and resilience against 

vulnerabilities of aging and failing components, natural disasters and human attacks. At regional, 

national and world levels, Smart grid research, development and demonstration are showing the 

possibility of creating interconnections among energy infrastructure elements, such as producers 

                                                 
3 Directive 2009/28/EC Directive 2009/28/EC of the European Parliament and of the Council of 23 April 2009 on the 

promotion of the use of energy from renewable sources and amending and subsequently repealing Directives 

2001/77/EC and 2003/30/EC.  
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and consumers, with intelligent management of the electricity balance in the grid [21]. According 

to [22], Smart grids are expected to reduce up to 5 – 9 % of GHG emissions on their own and up 

to 18 % reduction of GHG emissions may be possible via further enhancement of Smart grids with 

complementary technologies. Eventually, Smart grids can offer a substantial contribution to the 

development of renewable energy systems for responding to increased demand with improved 

efficiency and resilience against anticipated effects of climate change. 

Current Smart grids concept definitions mainly focus on the final intelligent characteristics of the 

grids, rather than on means and strategies by which these characteristics could be achieved [23]–

[26]. Smart grids solutions in the United States are focused mainly on reinforcement of power 

systems reliability for avoiding large electricity blackouts by means of improved fault localization 

and isolation capability [26], [27]. Smart grids in Western Europe are looked at within the actual 

power infrastructure portfolio for accommodating large volumes of renewable sources together 

with inflexible power sources, e.g. nuclear power plants, for efficient management and use of 

electricity power inside competitive markets and reduction of conventional electricity [28]. 

As a further challenge, Smart grids will need to enable integration and management of the 

unconventional micro generation plants (small wind farms, heat pumps, storage facilities etc.) and 

consumption loads (electrical vehicles), which were not accounted for in the original power 

infrastructure design and whose wide penetration could affect in unforeseen ways the operation of 

the power system. 

Finally, Smart grids imply the integration of different innovative technologies into an engineered 

complex system of interconnected networks. Chapter 2 provides the analysis of such system from 

the point of view of complexity characteristics. 

1.3. Current developments and thesis orientation 

This Section narrows the discussion about intelligent infrastructure of Smart grids through the 

analysis of features expected from their integration and operation. To illustrate the development 

of Smart grids technologies for efficient energy management a short review of recent works is 

provided in this section.  
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The intelligent features expected from the Smart grids were anticipated and stated at the stage of 

the early development of the intelligent energy infrastructures concept by the USA Congress in 

2007 [29]. The basic functions of these intelligent infrastructures, recalled by [30], are follows: 

• increase transmission and distribution efficiencies; 

• ensure protection and resilience against vulnerabilities; 

• dynamic management of energy generation sources; 

• hold self-healing capabilities; 

• adaptive learning and evolution; 

• fault tolerance and attacks resistance. 

Since this first statement about Smart grids features, the list has been enlarged or updated based 

on the specificities of interested country, i.e., geographical location, electricity grids architecture, 

legislation etc. However, the backbone of the key features of Smart grids was kept unchanged and 

selected by different research institutions and industrial companies as the guidance for the 

progressive development of new engineering approaches able to address these features. By 

analysing these basic Smart grids features, the parallel can be done between Smart grids and 

complex system. Indeed, some of the discussed features, e.g., dynamic behaviour, dynamic 

learning and evolution, self-healing, are the characteristics proper to complex systems. In order to 

build the overall view on the Smart grids giving the reason to the developments done in this thesis, 

Chapter 2 provides the characterization of electricity Smart grids as complex systems.  

The increase of Smart grids complexity traduced in the diversification of grid actors, their 

interconnections and objectives, as well as their operational environment, drives the development 

of energy management domain. On the one hand, this development enlarged the boundary of 

energy management domain by embracing new disciplines and approaches for efficient energy 

management, e.g. demand-side management concept, first introduced in 1977 at [31], founds his 

application at the era of Smart grids with the development of information and communication 

technologies. On the other hand, the individual disciplines, such as forecasting, became the strong 

research pillars requiring the specific expertise for the development of the cutting edge approaches. 

These forecasting approaches must ensure the support to the energy management domain, e.g., by 

providing the reliable forecast of renewable energy production for different terms.  
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Figure 1 presents the simplified cartography of energy management domain with its major pillars 

and interconnections, exemplified by the latest developments. 

Figure 1. Cartography of energy management disciplines. 

In this view, the recent developments in energy management domain contribute to the specific 

pillars, e.g., forecasting and adaptive learning, but also investigation of joint areas and their 

interconnections. The exemplification and analysis of the energy management approaches is done 

below. 

Most existing works focus on the development of methods of optimization to achieve the largest 

benefits from the operation of microgrids involving various distributed generation sources, i.e., 

wind turbines, photovoltaic (PV) panels, fuel cells, micro turbines, consumption units and battery 

storages. The optimization goals of the benefits of operation are mathematically translated in 

objective functions accounting for the various system performance parameters, e.g., operation, 

maintenance, fuel consumption and GHG emission costs etc. Physical constraints limit the feasible 

solutions in terms of power flow constraints, minimum and maximum on/off time of power 

generators, real power generation capacity, energy storage limits etc. The optimal solutions are 

usually considered on a 24-hours energy management horizon. The input data for the case studies 

used to demonstrate the different optimization methods, e.g., solar irradiation, wind speed and load 

values, are real measurements or data from forecasting models.  
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Microgrid energy management requires the development of models accounting for various 

parameters, e.g., (i) power generation sources, (ii) power flow constraints and (iii) different pricing 

scenarios for electricity purchase/selling, emissions, fuel, operation and maintenance costs. Table 

1 summarizes the analysis of some recent developments in the area of the microgrid energy 

management, indicating the main focus and contribution, and highlighting advantages and 

limitations. General limitations of these modelling developments are: 

• Limited number of uncertainties accounted in the models of the individual components of 

the microgrid. 

• Forecasting of point estimates of the uncertain variables. 

• Failures of power generators and electrical lines not always accounted for. 

• Global optimization of the microgrid, not accounting for the different interests of the 

individual microgrid actors. 

• No account for possible management and utilization agreements among microgrid actors. 

In this view, the critical open issues of the current developments in the area of intelligent energy 

management are related to the weak treatment of uncertainties, technical failures of power 

generators and electrical lines and interests of the individual microgrid actors. This thesis focus on 

the addressing these limitations through the development of a framework for modelling dynamic 

interactions between grids stakeholders and optimal energy management, whereby the different 

stakeholders can establish their profitable and efficient strategies of use of the local renewable 

generators and storage facilities in dynamically changing environments under uncertainty. The 

detailed focus of the thesis shared between two domains, i.e., modelling and optimization is done 

in Chapter 2. Supported by the justification issued from the detailed analysis of the Smart grids 

complexity, Chapter 2 provides the delimitation of the research area and introduces the research 

methods used to address thesis focus. 
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Table 1. Comparative analysis of existing approaches for microgrid energy management. 

Approach Main focus & contribution Advantages and Limitations 

1. Multiobjective 
intelligent energy 
management for a 
microgrid [29] 

- Short- term forecasting: Artificial 
Neural Network Ensemble (24 h ahead 
for solar power generation, 1 h ahead 
for wind power generation and load) 

- Multiobjective optimization (two 
objective functions account for costs 
of emissions, maintenance and 
installations, price of purchased 
electricity and cost of fuel 
consumption + constraints of optimal 
power flow): fuzzy-logic based expert 
system allows safe operation of the 
battery, minimization of operation cost 
and gaseous emissions. 

Limitations: 
- No accounting for mechanical failures of power 
generators.  
- No dynamic test of the prediction and 
optimization framework during long time period 
(no particular learning features holding by the 
algorithm)  

Advantages: 
- Accounting for various generation sources (wind, 
solar, fuel cell, storage) 
- Accounting for different charging strategies, 
which could affect performance of the battery and 
will provide the need for supplementary 
maintenance 
- 24 hours simulation of real conditions operation 

2. Environmental 
economic dispatch of 
Smart Microgrid 
containing 
distributed 
generation system 
[30] 

- Optimization “environmental protection 
and economic dispatch” (one objective 
function accounts for costs of the power 
generation, fuel, operation and 
maintenance, emission + constraints of 
optimal power flow): Chaotic Quantum 
Evolution Algorithm (based on 
evolutionary algorithm). 

Limitations: 
- Only 24 hours summer and winter scenarios were 
tested. No dynamic dispatch of energy generation 
sources. 
- Comparison of improvements with the case when 
all electricity power is supplied from the external 
grid 

Advantages: 
- Accounting for various generation sources (wind, 
solar, water cell, fuel cell, gas turbine, micro gas 
turbine) 

3. System modelling 
and online optimal 
management of 
microgrid using 
Mash adaptive direct 
search [31], [32] 

- Optimization (objective function 
accounts for technical performance of 
supply options, locally available energy 
resources, load demand characteristics, 
environmental, start-up costs, daily 
purchased-sold power tariffs, operation 
and maintenance costs + constraints  of 
power flow & min off/on time): Mesh 
Adaptive Direct Search (output is the 
optimal configuration of the microgrid). 

Limitations: 
- Data about wind speed and solar radiation is 
taken for 24 hours (real measured data) 

Advantages: 
- Accounting for various generation sources (wind, 
solar, micro turbine, fuel cell, diesel generator) 
- Testing different scenarios: cover microgrid 
electricity demand with generated electricity with 
renewables or sell all to the external grid, variation 
of electricity purchase tariffs, etc. 

4. Probabilistic 
energy and operation 
management of a 
microgrid [33] 

- Optimization (objective function 
accounts for fuel, start-up and shut-down 
costs + power balance, real power 
generation capacity, spinning reserve and 
energy storage limits): Gravitational 
Search Algorithm  

Limitations: 
- 24 hours input data generated by a Neural 
Network-based prediction model. 

Advantages: 
- Accounting for various generation sources (micro 
turbine, fuel cell, solar, wind turbine and battery) 
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1.4. Structure of the thesis 

The thesis is composed of two parts. Part I, subdivided in four chapters, introduces and addresses 

the challenges related to Smart grids design and implementation, and illustrates the methodological 

approaches developed and applied in this Ph. D. work. Part II presents the collection of three 

selected papers published or submitted for publication as a result of the research work and to which 

the reader is invited to refer for further details. Table 2 summarizes the thesis structure and the 

relationships established between the thesis chapters of Part I and the selected papers of Part II. 

Chapter 2 is devoted to the detailed analysis and discussion of the electricity grids characterization 

from the point of view of complex systems. The analysis of Smart grids complexity serves the 

foundation for the thesis focus. Chapter 3 deals with the subject of energy management in multi-

agent environments, specifically introduces the Agent-based Modelling (ABM) paradigm and its 

application for energy management, and introduces the multi-layered agent architecture. Chapter 

4 presents the modelling approaches for describing the intelligence of the individual agents 

involved in energy management under stochastic environments. 

Paper 1 presents a 2 steps-ahead Reinforcement Learning (RL) algorithm for microgrid energy 

management. A multi-criteria decision-making framework is used by an individual consumer to 

learn the stochastic environment and make use of the experience to select optimal energy 

management actions. 

Paper 2 contains the exemplification of the integrated microgrid energy management framework 

for the optimization of individual objectives of microgrid stakeholders. The system is described 

by ABM, in which each player is modelled as an individual agent aiming at a particular goal under 

the uncertain operational and environmental parameters, and failures of the renewable power 

generators. The operational and environmental uncertain parameters are represented in terms of 

Prediction Intervals (PIs) estimated by a Non-dominated Sorting Genetic Algorithm (NSGA-II) – 

trained Neural Network (NN) and each agent seeks optimal goal-directed actions planning by 

Robust Optimization (RO). 

Paper 3 presents the analysis of RO in a decentralized microgrid under uncertainty. The focus is 

on “extreme” conditions predicted to require robust management decisions for reducing service 
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and operation problems versus expected conditions that can be handled without resorting to robust 

solutions, which are typically more expensive and constraining. 

Table 2. Structure of the thesis. 

Topic 
Part I Part II 

Chapter Paper(s) 

Analysis of Smart grid complexity 2 - 

Energy management in multi-agents environment 3 2, 3 

Individual intelligence for energy management in stochastic 
environments 

4 1, 2, 3 

Figure 2 provides a pictorial view of the flow of the thesis, and the issues and methodological 

approaches considered for optimal energy management. 
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Figure 2. Pictorial view of the flow of the thesis, and the issues and methodological approaches 

for optimal energy management. 



12 

INTRODUCTION



13 

ANALYSIS OF SMART GRID COMPLEXITY

2. ANALYSIS OF SMART GRIDS COMPLEXITY 

Sections 2.1 and 2.2 of this chapter are devoted to the characterization of electricity Smart grids as 

complex systems. This provides the foundation for the thesis focus, as presented in Section 2.3, 

identifying the research methods and delimiting the area of research. 

2.1. Characteristics of complexity and associated vulnerability in Smart 
grids 

The framework of analysis adopted for the characterization of Smart grids complexity and the 

related vulnerabilities, is similar to that used for other engineered complex systems, e.g. 

transportation infrastructures, telecommunication systems. These systems are characterized by a 

large number of elements with complex interconnections, nonlinear and discontinuous operations, 

and the involvement of multiple actors. Further, uncertainties typically exist in the characterization 

of the system elements and their interconnections [32]. As a result, the modelling and analysis of 

such systems by reductionist methods are likely to fail, and holistic approaches are needed [33]. 

To facilitate the understanding of the type of analysis performed, an analogy is drawn with the 

complex system of Internet. Initiated in 1969 in the United States as a military project [34], the 

Internet has become pervasive in our lives: it penetrates our offices, houses and public spaces, 

supported by the increasing use of personal computing devices. Today, the Internet is a global 

platform for commercial and social interactions, used regularly by 20% of the world’s population 

already in 2008 [35]. Using widespread and standard engineering services with easy access to 

information, communication and data sharing, the Internet increases the efficiency of economic 

activities and considerably increases social interactions [35]. Its evolution continuously demands 

creation of new policy frameworks, to “encourage innovation, growth and change, and develop 

appropriate governance that does not stifle creativity or affects the openness of the Internet” [35]. 

As a backbone and enabler of convergence across multiple fields (engineering, social, economic, 

finance and policies), the Internet is a good example of a complex engineered system.  

The Internet is particularly relevant as reference complex system in our exploration of Smart grids 

complexity: in a sense, the Smart grid concept may be regarded as a kind of 'Internet of Energy.' 

Indeed, while resorting to Internet itself as the basis of connection between the various elements 
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of the energy grid, the Smart grid concept additionally borrows from the Internet the way of 

conceiving the energy grid: Smart grids, just like the Internet, aim at creating a global, 

interconnected network of energy actors, while at the same time going further by monitoring, 

managing and optimizing energy flows. 

To investigate the complexity characteristics of Smart grids, this section recalls classical concepts 

of complex systems, from the point of view of both topological and behavioural properties (Figure 

3). In the analysis done, potential vulnerabilities arising from the complexity characteristics of 

Smart grids are highlighted.  

Figure 3 Characteristics of complex systems [36]. 

a) Architecture 

System architecture is the core characteristic defining the topological and/or logic structure linking 

the elements of a system through their interrelations. For example, a common architectural 

structure is that of hierarchical organization, like it is found in the ecological, taxonomic, 

genealogical and somatic organization of biological systems. 
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System architecture provides the backbone for system behavioural features such as adaptive 

learning, emergence and evolution. For example, the adaptive and evolutionary mechanisms of 

organisms of biological systems that attempts to maintain or increase their fitness in the face of 

changing environmental conditions, are driven by the hierarchical structural-interactive 

architecture [37]. 

Complex engineered systems, such as the Internet, manifest pronounced hierarchical structuring 

with highly connected nodes of “isolated sub-systems, forming a mantle-like mass of peer-

connected nodes” [38]. 

On top of the presence of hierarchical interdependencies in complex engineered systems, the 

overall structure itself and the wiring of the different elements in it are very complex to model. 

Various empirical and theoretical approaches analyse the structure of these complex networks by 

graph theory, at different levels of abstraction of the physical system, e.g., unweighted graphs for 

pure topological characterization, weighted graphs for attributing physical meaning to the 

connections, planar graphs to account for physical constraints. A taxonomy based on the nodes 

connectivity distribution distinguishes free-scale (inhomogeneous) networks, and small-world and 

random (homogeneous) networks [39]. 

In view of the above, the architecture of Smart grid systems is considered relevant and needs 

careful consideration for its influence on system evolution and adaptation. System architecture not 

only lays down the topological map of the system structure, but also allows taking into account 

the differences between its elements and connections, which are heterogeneous physically, 

functionally and in role. 

As is highlighted in the introduction, the architecture of the traditional electricity grid is organized 

in a strong centralized hierarchical infrastructure (Figure 4 a) characterized by unidirectional 

power flow and vertical control and operation. The major vulnerability of electricity grids 

architecture comes from their scale-free organization standing on a limited number of highly 

connected nodes of production sources and few unidirectional transmission channels through 

which cascading failure propagation may occur in the absence of bypass transmission [7]–[9]. 

Smart grids design is likely to implement a structure with more homogeneous connected nodes 

(Figure 4 b), capable to reroute power supply and isolate undamaged lines [8]. 
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a)
b)

Figure 4 Structures of electricity grids: a) Centralized hierarchical structure; b) Failure 

isolation in homogeneously distributed networks. 

b) Heterogeneity of elements and connections 

Heterogeneity refers to the differences in the elements, their interconnections and roles within the 

system hierarchical organization, often with high-connected core elements and low-connected 

periphery nodes. Heterogeneity is strong in current electricity systems, with architectures in the 

form of hierarchical trees where production facilities are connected by centralized high-voltage 

transmission systems, to transformation substations linked, in their turn, to final consumers by 

distribution branches. Notably, Smart grid systems aim at evolving towards more decentralized 

architectures, with a more homogeneous distribution of heterogeneous production sources of 

different nature and size, including renewable energies. These will need to penetrate the network 

at all levels, homogeneously. The arising grid pattern forms a sort of neural or vascular system, 

manifesting in some conditions structured into self-similarities [40]. 

In any case, the strong heterogeneity of the elements and connections in current electricity grids, 

which will serve the foundation for the future Smart grids, translate into high sensitivity to direct 

attacks [7], [41]. This high vulnerability to direct targeted attacks of scale-free networks can be 

limited by allocating supplemental connections and elements for a more homogeneously 

distributed architecture. Indeed, the tolerance of homogeneous networks is similar for random 

failures or direct attacks to nodes and connections, independent of the network size [42].  

Producers 

Transmission & 

Distribution 

Consumers 

Failure isolation 

Power rerouting 
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c) Self-similarities 

Self-similarities are complex system structures also called fractals and described as "a rough or 

fragmented geometric shape that can be split into parts, each of which is (at least approximately) 

a reduced-size copy of the whole" [43]. Where self-similarities are present in a complex system, 

they lead to similar properties at all hierarchical levels, similar complexities at different scales 

without a unique characteristic size for their structures. Assertion of the existence of a fractal 

structure in a given complex system depends on the possibility of ascribing to that structure 

specific dimensionless numbers indicating the nature of self-similarity in the structure or behaviour 

in the complex system [44]. The dimensionless quantification of a fractal structure provides 

fractals with the property of scalability. 

The principle of fractal structuring of veins, characterized by an efficient mechanism of blood 

distribution with minimum structure and shortest path, was borrowed to study the optimal design 

of the Internet network [45]. A further structural analogy can be found in the extension of the 

Internet concept onto Smart grid networks. The Smart grid concept exhibits fractal structuring 

insofar as a particular Smart grid may contain an ‘energy automation network’ for ‘positive energy 

building’ inside district Smart grids, district Smart grids inside city Smart grids and so forth. Here, 

the ‘energy automation network’ constitutes the mini Smart grid network, involving consumers, 

local renewable energy producers, transportation and storage facilities. Smart grids for ‘positive 

energy building’ manifest clear periodical self-similarities, with district Smart grids included in 

energy flows management with respect to day and season energy demand fluctuations. Certainly, 

self-similarities appear as an evident characteristic of Smart grids system structuring. 

Looking at fractal properties for engineering and non-engineering complex systems, it appears that 

it is not the presence of self-similarities, but rather their absence which may render Smart grids 

vulnerable [45]–[48]. For example, there are nearly no fractals in the current scale-free architecture 

of electricity grids connected with energy production to form the core production sub-system. In 

this setting, a direct attack on a production hub may result in the failure of the core production sub-

system [48]. For this reason, Smart grids are likely to seek fractal architectures, where consumers 

are regrouped around distributed production sources without strong connections with other 

production hubs. 
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d) Self-organization and decomposability 

Two other characteristics related to the structure of engineered systems are decomposability and 

self-organization. The former relates to the divisibility of the system structure into subsystems and 

into further separate elementary elements. Electricity grids seem to exhibit a structural property of 

decomposability, especially evident within the fractal patterns envisioned for future Smart grids 

structures.  

Self-organization refers mostly to the behavioural feature of a complex system capable of re-

organizing its isolated elements and subsystems into coherent patterns without intervention from 

external influences or a central authority.  For example, the open system of the Internet, affected 

by a continuous growth in the number of components and by technologies evolution, tends to self-

organize into stable patterns through the creation of particular niches of services or user 

‘coalitions.’ Such flexibility allows the Internet to adapt continuously to changes in the local 

environment, while maintaining coherence of structure and reliability of service [49]. In this sense, 

self-organization constitutes mostly an adaptive and evolution property of complex dynamic 

systems, spontaneously emerging from the interactions of the different system components. In this 

view, the possibility that Smart grids will possess such complexity will depend on the level of 

autonomy of the system from other systems, and the number and dynamics of Smart grids users. 

For the moment, the role and involvement of consumers in the mechanisms of the electricity 

network management are not clearly defined, but the potential for failure-resilient self-

organization, responsible for other properties such as emergence, adaptive learning and evolution, 

is ripe for exploitation. 

By enabling ‘disassembly’ of a complex system into its subsystems and their components, 

decomposability allows understanding and categorization of system elements. Low 

decomposability implies potential vulnerability as the system is characterized by massive elements 

with limited capacity for adaptation and evolution in response to nearly emerging challenges. On 

the other hand, high decomposability translates into a large number of components, connections 

and interrelations, which may make the system difficult to control, and thus vulnerable. Another 

situation of vulnerability may arise from significant variations of decomposability level across the 

Smart grid, resulting in system stiffness and possible instabilities. 
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The impact of the self-organization process is significant in systems without central authority. In 

this view, the self-organization in Smart grids may turn into vulnerability depending on the extent 

and type of active involvement of the users without strong enough centralized control. 

e) Emergence 

Induced by the complex non-linear interconnections between the separate system elements, 

subsystems and fractals at a micro level, emergence is a property of complex systems, which 

appears only at a macro level manifesting itself by the arising of novel and coherent structures, 

patterns and behavioural properties [50]. Mainly due to self-organization processes, emergent 

behaviour appears more evident in complex dynamic systems without a clear central authority, 

where some even small local changes evolve into unpredictable forms of high-level organization 

and behaviour. In the case of the Internet, social bookmarking or tagging leads to an emergent 

effect in which information resources are re-organized according to users priorities. Social 

networks are not only used for networking with friends, but are also exploited for gathering and 

communicating relevant users information, or coordinating system-wide actions of entire segments 

of population. Electricity grids have also shown emergent behaviour in the past, where local 

failures have evolved into unexpected cascade failure patterns with transnational, cross-industry 

effects. In this sense, Smart grids are also expected to be characterized by an emergent behaviour, 

also in connection to the above mentioned self-organization mechanisms of complex systems and 

depending on the extent and type of the active involvement of users in the energy management 

process. 

A situation in which a large amount of information is exchanged within technologies at a period 

of high electricity demand can lead to a vulnerable condition of the system, similar to Internet 

networks and information traffic congestion [51]. This emergent behaviour could be driven by 

small changes in users behaviour and result in grid dysfunction. However, emergence can also 

offer opportunities to find resilient solutions in the recombination of evolved structures and 

processes, renewal of system components and new connection trajectories to satisfy demands [8]. 

For Smart grids, one could imagine using the bookmarking mechanism to make social participation 

more visible and involve people in energy infrastructure design and operation by communication 

of their major expectations and needs, as well as to take into account their feedback during system 

updates. In this view, an emergence process driven in reasonable proportion between social 



20 

ANALYSIS OF SMART GRID COMPLEXITY

participation and central authority can make Smart grids more resilient to environmental changes 

without losing the functional capacity.  

f) Adaptive learning 

Adaptive learning allows a system to adjust its architecture and behaviour into a stable coherent 

pattern under external pressures, using long-term memory experience feedback to anticipate future 

unfavourable changes in system functioning. This adaptation process is made possible by a set of 

internal mechanisms, named detectors and effectors [36]. The system collects the information on 

acting external pressures through the detectors. Then, effectors, such as locomotion, 

communication, manipulation and expulsion, actively change the state of certain components, 

subsystems and/or their interrelations to keep the system in equilibrium under the acting external 

forces. Feedback mechanisms play an indispensable role for the anticipation of future changes in 

support of system equilibrium. The dynamic feedback and learning process provides changes in 

time to the system components and their interrelations through the successive consideration and 

evaluation of external and internal factors [36]. In complex engineered systems like the Internet, 

the adaptive learning process partly relies on the ability of self-organization driven by local 

changes. As the Smart grid concept strongly relies on a system of intelligent and sustainable 

management of power flows, adaptive learning mechanisms are expected to be a central feature of 

design, operation and control.  

Adaptive learning is a challenge-response property which results from the trade-off between 

consumer involvement and control by the central authority in the energy management process. On 

one side, intense consumer involvement can initiate chaotic behaviour in the electrical system; on 

the opposite side, strong control by the central authority renders the system rigid, missing 

opportunities for service efficiency and for exercising system resilience and adaptation capacity. 

This raises the uncertainty regarding the extent of adaptive learning in Smart grids, as well as on 

the suitable functioning of its mechanism.  

g) Evolution and growth mechanisms 

When the external pressures applied to a system exceed ‘critical values’ beyond which adaptive 

learning mechanisms are inefficient, the system is forced to evolve. In the absence of a central 

authority governing system changes, the evolutionary process resembles natural selection in 

biological systems resulting in the consequent disappearance of elements associated with low 
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adaptive fitness. The Internet, for example, is the product of the evolution of its constitutive 

software and hardware technologies, information and communication services and applications, 

and also faces the creation of new ways of use, such as e-commerce. Unlike biological systems, 

complex engineered systems are exposed also to constant growth of user portfolios. Future Smart 

grid complex systems will both evolve in the way typical of analogous biological systems and also 

incorporate unanticipated new elements.  

Smart grids may be exposed to vulnerabilities emerging from the growth mechanisms of the 

system. Restricted by technical constraints and transmission capacity, the extension of current 

electricity grids is done by preferential attachment, whereby highly connected nodes attract new 

links.  This is a typical mechanism of growth of complex networks [52], [53]. The result of this 

particular mechanism of growth is that it reinforces the ‘scale-free’ nature of electrical systems 

and, as a consequence, makes them vulnerable to direct attacks and propagation of cascading 

failures. This means that the electricity system growth must be carefully monitored in order to 

anticipate possible critical decision points at which infrastructure development must be steered in 

a preferred direction. In this sense, the resilient mechanism for electricity infrastructure growth is 

likely to be based on the repulsion process between the hubs at all length scales, when the hubs 

prefer to grow by connections to less-connected nodes [48]. On the other hand, user involvement 

in the energy management process may cause drastic shifts in system evolution, leading to 

unexpected events and system vulnerabilities. 

h) Chaos 

Chaos theory is used to describe and explain various processes occurring in complex systems, e.g. 

earth atmosphere and aerodynamics processes [54], [55], chemical processes [56] and information 

and communication processes [51]. In these processes, chaos is used to characterize the capacity 

of non-linear dynamic systems to produce an unpredictable change in large-scale behaviour or a 

sudden shift in system pattern, in response to fine-scale changes in initial conditions [54]. Hence, 

the well-known aphorism, that butterfly wings flapping can cause a tornado [57]. 

Engineered chaotic systems are characterized by high sensitivity to changes, but also by mixing 

and periodicity. These two last properties are mainly responsible for the formation of complex 

fractal structures as a manifestation of chaotic properties within a complex system. On the other 

hand, the fractal structure resulting in ‘positive energy building’ within Smart grids is more a man-
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made structuring aimed at facilitating electricity flows management than an emerging result of 

chaotic evolution. However, even if Smart grids patterns will be mainly characterized by ‘artificial’ 

structuring, some periodic daily or seasonal self-similarities, for example in energy consumption 

behaviour between building and district Smart grids, are likely to arise in manifestation of chaotic 

behavioural patterns. 

The extent of system exposure to chaos is related to the level of influence of the controlling central 

authority.  In the case of Smart grids, chaos may arise mainly after the integration process, due to 

the influence of system-affecting non-engineering factors which are difficult to forecast and 

control, including social acceptance and participation. Given the nature of these factors, modelling 

scenarios of chaotic behaviour at the design stage is a challenging forecasting problem of 

multidisciplinary nature, since realistically the major interrelations among elements arise after 

system implementation.  

i) Multidisciplinary relations 

Multidisciplinary relations are an integral part of engineered complex systems. Smart grids in 

particular involve a number of engineering and non-engineering disciplines for defining the 

successful implementation of new energy systems, e.g. by creation of necessary legislative 

frameworks for technologies use, finding adequate finance models for innovative projects 

elaboration, providing incentive support and elaboration of standards, and securing social 

acceptance and participation.  

The nature and dynamics of multidisciplinary relations which will affect the Smart grids life cycle 

are difficult to forecast and control, and the related uncertainties may hide potential vulnerabilities. 

j) Vague boundaries  

Through the integration process, complex engineered systems become open systems interacting 

with the environment. Their multiple relations with non-engineering domains and with other 

engineered systems result in difficulties of boundary definition. Necessarily, then, the modelling 

of the complex system limits depends on the observer’s scope of analysis rather than being an 

intrinsic property of the system. In some associated analyses of analogous systems, other 

organizational categories are proposed. 
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Imprecise definition of Smart grid boundaries at the design stage driven by ‘preconceived’ 

engineering views on current energy challenges can result in losses of information about the 

patterns of interconnections with influencing non-technical factors, and their possible 

underestimation. Even in the case of well-engineered, smart electricity management, 

vulnerabilities in Smart grid systems can arise if relevant influencing factors are neglected, e.g. 

social involvement and participation in the design and operation processes. 

k) Self-healing and attacks resistance 

As discussed above, Smart grids potentially exhibit a number of topological and behavioural 

characteristics typical of complex systems. In addition, they are intended to have specific 

characteristics arguably conceived as core to the Smart grids concept: according to a popular vision 

of ‘intelligent electricity grids’, they will possess a range of additional properties such as self-

healing and resistance to external natural disasters and human attacks [23]–[25], [58]. These two 

particular characteristics are related to adaptive learning and evolutionary mechanisms. However, 

to mark their importance for the Smart grid concept we will consider these properties apart.  

These two properties were underlined as specific Smart grids characteristics within adaptive 

learning and are considered as challenge-response characteristics. In the case of their strong 

influence, the adaptive learning property will dominate the evolution process and obstruct system 

upgrades, which will be restrictive for Smart grids development. Therefore, these properties must 

be considered carefully. 

2.2. Taxonomy of Smart grids complexity characteristics and vulnerability 
ranking 

2.2.1. Categories of Smart grids complexity 

In the context of complex systems, although the structural backbones are created by the engineers 

who develop the constituent components of the system, the connections of such components within 

the systems are not necessarily all ‘designed.’ In many instances, undersigned or even undesired 

connections ‘emerge’ from system evolution for meeting the demand under given operation 

constraints [59]. 

Complex systems can be said to evolve from the design blueprints to complex structures and 

behaviours through engineering, updating and integration processes. At the engineering process
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level, elements are assembled by design to provide optimal, consistent and reliable operation, as 

well as functional safety [59]. In general, this is achieved with engineered systems which may be 

complicated but not yet complex [59]. The engineering process is usually organized by hierarchical 

methods in top-down approaches, managed on a linear timeline organization [32]. In principle, the 

final product of such process could be reduced to pieces and reassembled, without losing its 

function. Vulnerability may arise in these systems, particularly from designed defects due to 

calculation errors or simplifications during the design process.   

 As the system ‘lives’, its updating and integration occurs by insertion of new technology and 

extension of capacity to meet service demands with the required performance. This creates a need 

for connection between the engineering of the system and the ever-changing domains of society, 

economy, legislation and politics, which determine service demands and generate constraints. In 

virtue of this connection, the originally complicated engineered system becomes complex with 

hallmarks of adaptation, self-organization and emergent behaviour, which constitute opportunities 

but pose also vulnerabilities, mostly due to unforeseen complications during the integration 

process [59].  

In the next section, each characteristic identified in Section 2.1, is analysed from the point of view 

of Smart grids and allocated to groups enabling identification of primary sources of system 

vulnerability related to the processes of engineering, updating and integration. 

2.2.2. Ranking of Smart grids complexity characteristics 

In order to explore and explain the complexity of Smart grids, this section maps the characteristics 

of complexity discussed previously into three major categories – inherent, challenge-response and 

acquired characteristics (Table 3). These categories are defined in relation to the three processes 

of engineering, updating and integration of complex engineered systems. The first inherent

category contains characteristics of Smart grid systems designed at the engineering process level. 

Properties such as the heterogeneity of elements and connections, as well as system architecture, 

are considered as inherent characteristics of system complexity amenable to control and, therefore, 

of minimum uncertainty impact on Smart grid functioning.  The second category includes 

challenge-response characteristics. Inspired by the underlying Smart grids strategy of a flexible 

and transparent energy management concept for the reinforcement of electricity infrastructure 

reliability [60], these characteristics result from the continuous updating process in response to the 
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evolution of the challenges to the Smart grid function. In this context, adaptive learning and self-

healing are desirable prospective characteristics for effective challenge-response by smart 

electricity infrastructures. Due to the uncertain and somewhat unpredictable evolving 

environment, the challenge-response properties of Smart grids could not be guaranteed through 

design process, and their achievement is a challenge itself. Eventually, the third category of 

acquired characteristics includes self-organization, emergence and chaos which arise as a 

consequence of the integration of the system in the complex socio-economical environment which 

drives its functioning. This category regroups the major sources of uncertainty on the functioning 

of Smart grids.  

Table 3. Categorization of Smart grids complexity characteristics 

Smart grids complexity characteristics
Inherent  

(engineering)
Challenge-response 

(updating)
Acquired  

(integration)
Architecture Adaptive learning Vague boundaries 
Heterogeneity Evolution and growth Self-organization 
Self-similarities Self-healing Emergence 
Decomposability Attack resistance Chaos  
  Multidisciplinary relations 

Note that this categorization may not be exclusive as some characteristics could be mapped into 

more than one category. For example, evolution could be considered as both a challenge-response 

and acquired characteristic. On the one hand, this property can provide Smart grids the challenge-

response characteristic needed for flexibility in handling the uncertain stresses upon the system. 

On the other hand, evolution may have uncertain negative effects on Smart grids functioning 

resulting in increasing of vulnerabilities and incapability to correctly respond to challenges of 

electricity demand. This may occur under specified conditions: as in the next section, 

characteristics such as adaptive learning, evolution and growth can not only produce a positive 

impact on the Smart grid functioning, but can also turn into vulnerabilities in the absence of a 

central authority. 

In this respect, not only the uncertain properties of the acquired category, but also inherent complex 

system characteristics could become vulnerability sources. For example, topological properties of 

Smart grids could induce behavioural vulnerability by facilitating disturbance propagation within 

the network of connections, giving rise to cascading processes which would impair system 
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functioning. This leads to the need of identifying sources of potential vulnerability within the 

system characteristics and of ranking them according to their impact on Smart grids development 

and functioning. 

Most of the complexity characteristics discussed in Section 2.1 are candidate sources of Smart grid 

system vulnerability. Their ranking with respect to their potential impact on the most valuable 

system resources and functionalities of electrical network is an objective of vulnerability 

assessment, because it can guide allocation and protection at the design and operation phases. 

However, at this stage of development of the Smart grid concept, ranking vulnerabilities by the 

importance of their expected impact would be an helplessly abstract exercise. A preliminary 

qualitative ranking could follow the categorization of Smart grids complexity characteristics of 

Table 3 and their mapping into inherent, challenge-response and acquired categories, each of them 

related to the engineering, updating and integration processes of Smart grids as complex 

engineered systems. The engineering process can be regarded as providing the designer with full 

control of a given Smart grids topological and behavioural properties. In this view, in this first 

category the characteristics manifesting vulnerabilities could be subordinated and their 

consequences reduced. In the updating process, the level of designer involvement is lower and the 

vulnerabilities to which Smart grids may be exposed are more difficult to control and avoid, 

without intervening on the associated influencing environments, e.g. the social and economic 

contexts. The second category regroups vulnerabilities of more unforeseen character than at the 

engineering stage. The last category expresses the most uncertain characteristics of Smart grids, 

capable of producing echo effects in different contexts, with consequences which are difficult to 

predict. For this reason, these characteristics are considered to have large potential of leading to 

vulnerable states of Smart grid systems. 

2.3. Focus of the thesis 

The analysis of Smart grids complexity done in this section, creates the foundation for the focus 

of the thesis, with the identification of appropriate research methods for the delimited research 

area. 

As discussed in the previous sections, the energetic and environmental challenges of the 21st

century compel the transformation of the conventional centrally managed energy systems, 
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incorporating large fossil-fuel plants, into new energy systems characterized by multiple small-

scale schemes integrating non-conventional energy generation. This will transform the 

conventional centralized grids of passive one-way bulk energy systems to complex Smart grid 

infrastructures consisting of multiple bi-directional energy clients. The analysis performed in 

Sections 2.1 and 2.2 shows the potential vulnerability of this transformation due to the particular 

Smart grid characteristics of complexity: regarded as the enablers for clean, renewable, local 

generated energy, Smart grids become highly complex systems that could be difficult to optimize 

and vulnerable to instability. This calls for a paradigm shift in the development of the intelligent 

technologies for Smart grids, which must allow the dynamic optimization of current operation and 

the incorporation of dynamic gateways for alternative sources of energy production and storage 

[30]. 

This thesis brings contributions in modelling and optimization within the problematic of microgrid 

energy management by taking into account uncertainties, dynamics, communication, multiple 

actors with various goals and their interactions. The thesis developments will directly contribute 

to address a range of bottlenecks, identified based on the review of existing research works, 

presented in Section 1.3. Under this view, in this section the detailed focus of research, the problem 

addressed and the research methods used in this thesis are highlighted. 

2.3.1. Research methods 

Smart grids systemic studies have been mainly focused on the challenge-response characteristics 

of such intelligent grids, rather than on the means and strategies by which these characteristics can 

be obtained [23]–[26]. Through the detailed analysis of the system challenge-response properties, 

various researchers have dedicated their efforts to the development of intelligent approaches [61]–

[63] classified by [30] under the category of Dynamic, Stochastic, Computational and Scalable 

(DSCS) technologies. The development of these DSCS technologies is required for Smart grids in 

order to achieve the desired challenge-response characteristics, i.e., the ability to monitor, forecast, 

plan, learn, understand complexity, share understanding across neighbouring areas, schedule, 

make decisions and take appropriate actions to ensure stability, reliability and efficiency of 

electricity grids [30]. Therefore, Smart grids could be designed by awarding different types of 

Computational Intelligence (CI) to electricity grids actors, which will become capable for sense-

making, decision-making and adaptation, and by adding collaborations not only vertically between 
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different hierarchical levels, but also horizontally [30]. These connections will bring more 

homogenous distribution of grid actors connections inside the system by decreasing the number of 

super nodes and, therefore, reducing system vulnerability to direct attacks.  

The need of development of the intelligent technologies is confirmed by the opinions of key 

international research organizations and industrial companies working on the CI approaches for 

Smart grids capable of providing the response to question on how to assign the property of 

autonomy to individual agents of electricity grids without undermining overall grid efficiency [30], 

[64]. To decrease hierarchical dependency and local vulnerability, different types of CI, i.e. 

forecasting [30], [65]–[67], adaptive learning [68]–[70], maintenance scheduling [30], [71]–[73], 

market and energy trading [74] and voltage stability monitoring and real-time stability assessment 

[30], could be implemented to reinforce the distributed intelligence of individual grid actors. 

In this context, the present thesis aims at contributing methods and frameworks of analysis for 

energy management by the individual stakeholder as well as by multiple stakeholders, accounting 

for different sources of uncertainty. The energy management methods and frameworks address the 

Smart grid concept by combining CI technologies capable of capturing the stochasticity of the 

environment and enabling adequate decisions of energy strategy, learning from feedbacks and 

adapting to the changing environment under uncertainty. 

By taking into account the peculiarities of Smart grid infrastructures, some methods regarded as 

suitable have been described and analysed in [75]. Among these, the ABM has been regarded 

capable of providing an accurate representation of complex dynamic systems and of simulating 

challenge-response and acquired characteristics of Smart grids, such as adaptive learning, self-

organization, adaptation etc. [76]–[81]. However, the integration of physical models for the 

representation of engineering and non-engineering factors with their complex relations, must be 

rendered computationally feasible in order to represent realistically the complex behaviours of 

large-scale systems in reasonable times [33]. The accurate representation of multiple components 

and connections in multiple agents appears to be a complicated task, with a large number of 

parameters whose values need to be determined on the basis of data and information that may be 

unavailable for some components and connections. It is therefore expected that for Smart grids, 

the ABM approach can be used for studying specific, geographically limited areas [33]. 
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The research contained in the thesis, then, falls within the exploitation of existing computational 

methods of ABM for providing not only the autonomy of decision-making individual agents, but 

also the intelligent adaptation to complex, uncertain and changing environments. The following 

section specifies the research of this thesis. 

2.3.2.  Research area 

The selection of the research (application) area for the current thesis is driven by two important 

conditions for the successful development of the underlying engineering concepts, namely the 

developed approach must hold the properties of scalability and transferability. 

By embracing the concept of fractals or self-similarities in the Smart grid system architecture, the 

thesis focus has been put on the elementary fractal, i.e., the microgrid, integrating different energy 

consumption and production sources, as well as storage facilities, under strategies of energy 

management, which can be similar at different scales of building, district, city. This is a 

challenging problem, as increased penetration of electricity distribution grids (low voltage) by new 

unconventional micro generation sources, not accounted for during power infrastructure design, 

can lead to unforeseen situations and vulnerable emerging properties for sustainable electricity 

management. In this view, the consideration of the microgrid as the fractal of extended Smart grid 

systems allows considering and testing DSCS technologies, scalable to Smart grids of large size. 

Furthermore, the management strategies of aggregation of renewable power plants with high 

capacity depend mainly on regulatory and economic mechanisms, topology and technical 

constraints of electricity grids, and diversity and flexibility of generation portfolio [82], [83]. The 

interoperability problem of the European grids exists due to variations in renewable energy input 

states, as different national grids operate using different voltage levels. In Greece, for example, 

mid-sized wind farms are, consistent with their energy production, connected to a high-voltage 

network [21]. By contrast, in Denmark, a large number of decentralized production units are 

connected directly to distribution grids. In France, the integration of production units is ensured 

with both distribution and transmission grids [21]. For this reason, the research of this thesis 

considers the general case of renewables sources penetration in low and medium voltage 

distribution systems, i.e. microgrid, for developing a transferable energy management framework, 

which could be successfully applied in different technical, economical and regulatory contexts. 
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In this context, the research performed during the PhD has been aimed at developing simulation / 

optimization frameworks capable of describing the dynamic interactions among microgrid actors 

and embedding algorithms of CI for energy management in microgrids. The underlying objective 

of the optimization is to establish profitable and efficient strategies for use of local renewable 

generators and storage facilities in dynamically changing and uncertain environments.  
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3. ENERGY MANAGEMENT IN MULTI-AGENTS 
ENVIRONMENTS 

This chapter addresses the subject of energy management in multi-agent environments. Section 

3.1 discusses the ABM paradigm adopted in this PhD work to treat the subject and exemplifies its 

application in the domain of energy management. Section 3.2 introduces the particular multi-

layered agent architecture considered in this work. Section 3.3 provides contributions of this thesis 

work by presenting the exemplification of the applicative contributions, retrieved from the 

scientific papers of Part II, and by summarizing the overall methodological and applicative 

contributions.  

Chapter 3 provides also the references to Part II. Paper 2 illustrates the application of the proposed

multi-layered energy management framework to achieve the energy management goals of the 

individual agents in a microgrid system. Paper 3 adopts the optimization framework developed in 

Paper 2 and evaluates its performance under different levels of uncertainty in the operational and 

environmental conditions. 

3.1. Agent-Based Modelling (ABM) for microgrid energy management 

According to the definition of [84], multi-agent systems are systems composed of multiple 

interacting computing elements, known as agents, capable of performing autonomous actions in 

order to satisfy their design objectives and of interacting with other agents in form of cooperation, 

coordination, negotiation, etc. To explore these particular properties the ABM approach is widely 

used for different applications. In the domain of energy management, ABM is used for describing 

dynamics of the individual goal-oriented decision-making of different stakeholders and the 

interactions among individual intelligent decision makers (the agents) acting on electricity grid 

system [76], [77]. The most widespread application of this modelling approach concerns the 

bidding strategies among individual agents, who want to increase their immediate profits through 

mutual negotiations, and the modelling of the energy market dynamics [78]–[81]. 

Figure 5 shows an example scheme of typical interactions among agents in an ABM of an 

electricity market [85]. The generation companies interact with the central Independent System 

Operator (ISO) by submitting bids to the pool market, receiving bidding results, and conducting 
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the dispatches specified by the ISO. The generation companies could also negotiate directly with 

the customer companies for long-term bilateral contracts, which must be approved by the ISO. The 

interactions between customer companies and the ISO are performed in a similar way. Among 

these interactions, customer and generation companies aim to achieve their objectives, i.e., reduce 

the expenses for customer companies and increase the revenues for generation companies. These 

objectives are achieved under the approval of the ISO holding control and monitoring functions. 

Finally, the transmission companies deliver transmission information to the Market Information 

System (MIS) and implement the transmission schedules determined by the ISO. At the physical 

system level, transmission lines transmit electricity directly from generators to customers. As it 

can be observed in this application, the ABM restricts the decision freedom of the individual 

agents, whose optimal operation is monitored by the ISO.

Figure 5. Example of scheme of interactions among agents in the ABM of electricity markets. 

Recent studies show possible extensions of ABM to consider more complex interactions in the 

energy management of hybrid renewable energy generation systems [69], [77]. In these works, the 

long-term goals are focused on the efficient use of electricity within microgrids, e.g., the optimal 

scheduling of a battery to locally store the electricity generated by renewable sources and reuse it 

during periods of high electricity demand [69]. However, the decision framework is commonly 

developed under typical deterministic conditions, e.g., those of a typical day in summer. 



33 

ENERGY MANAGEMENT IN THE MULTI-AGENTS ENVIRONMENT

3.2. Multi-layered architecture for energy management 

As it was highlighted above, ABM enables to represent complex interactions by assigning to the 

individual agents particular decision-making heuristic techniques, learning rules or adaptive 

processes and interaction frameworks with their environment. The architecture must allow an 

individual microgrid agent to: (i) capture the nature of the stochastic environment, (ii) take the 

adequate decision about the actions to perform and (iii) interact with other agents and with the 

non-agent environment. By taking this into account the multi-layered agent architecture is applied. 

Figure 6 presents a generalized multi-layered architecture used by an individual agent for its energy 

management, similar to the one in [69]. The architecture of an individual agent is divided into three 

specific layers, each one responsible for a particular task. For each time step, the agent captures 

the situation of the non-agent environment using the behavioural model of the reactor layer. The 

information about the eventual changes is transmitted to the planning mechanism, which performs 

the local planning by using the feedback obtained from other agents during previous interactions 

and cumulated by the learning and evaluation mechanisms. By using the social model for 

cooperation, agents interact with each other by sending their own parameters to the related agents, 

by asking for cooperation, and by getting global decision and information from the related agents. 

Further, each agent makes the final decision about the optimal action to be taken based on the other 

agents replies, which may switch its states and step into a new continuous control cycle; the signal 

about the action to be taken is transmitted to the behaviour layer where it is implemented. In this 

view, the information is transmitted from the bottom to the top while the control orders flow is 

transmitted from the top to the bottom across all three layers. 
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Figure 6. Generalized multi-layered architecture of an individual agent. 

Inspired by the particular abilities of an intelligent agent, the multi-layered architecture has been 

also used for microgrid energy management by combining it with Artificial Intelligence (AI) 

techniques jointly with linear programming-based, multi-objective optimization models [86]. 

Figure 7 illustrates the procedure used for the integration of the multi-layered management 

framework in the operation timeline. This integration is divided into three stages: 

(1) prediction of the uncertain operational and environmental parameters for the particular 

duration of the planning horizon; 

(2) planning of the scheduling actions by taking into account the particular optimization goals 

to be achieved for the prediction horizon;

(3) implementation of the optimized scheduling actions under real operational and 

environmental conditions. 

It is important to highlight, that the implementation of scheduled actions can be done for periods 

shorter than the considered prediction and planning horizons (one hour-ahead is considered in this 

PhD work): this gives the decision-makers the possibility to ‘shift’ the prediction horizon and 

readjust their planning actions according to their goals.  
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Figure 7. Example of the multi-layered management framework integration in the operation 

timeline [87]. 

3.3. Methodological and applicative contributions 

This section maps the contributions of this thesis work. Section 3.3.1 illustrates the application of 

ABM approach for the energy management through the representation of the typical microgrid 

agent.  Section 3.3.2 maps the methodological and applicative contributions of the thesis in relation 

with Part II. 

3.3.1. Exemplification of applicative contributions 

This section presents the typical microgrid agent and its operational environment defined through 

the environmental and operational conditions. These definitions are translated in mathematical 

formulation providing the specific information about agents objectives, constraints and energy 

balance equations.  

a) Model of the individual agent 

For exemplification, a typical microgrid agent has been retrieved from the Paper 2 of Part II [87]. 

This paper discusses the research done within the project on energy performance of a middle-size 

train station (TS) and its environment in the Paris region [88]. In this view, this middle-size TS 

has been selected to illustrate a typical microgrid agent. Specifically, the goal of TS is to decrease 

its electricity expenses while satisfying its demand. To achieve this, the TS strategy includes the 

integration of renewable generators, i.e., photovoltaic (PV) panels [89], [90], and energy 

exchanges with the local community or district (D) to increase the power flexibility of the 

microgrid. In addition, we assume that TS had the capacity to store electricity in batteries. 
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Therefore, the model of the individual agent includes the models of the TS energy consumption, 

production and battery scheduling.  

The energy consumption of the TS is divided in two groups: (i) variable energy consumption of 

lifting, lighting and heating equipment, which depends on the operational and environmental 

variables (e.g., solar irradiation, passengers flow etc.) and (ii) fixed energy consumption of other 

equipment, such as ticket control and vending machines, which are constantly plugged to the 

power network.  

Based on the energy consumption modelling and the findings of the project [88], the major energy 

consumption in the TS is due to lighting, lifting and other electronic and heating equipment, in a 

ratio of about 50%, 25% and 25%, respectively, of the total main building energy consumption 

without auxiliary buildings and activities. Energy consumption related to the heating of the TS 

offices was neglected. The total hourly required energy ��� (kWh) at time t is approximated with 

eq. (1) below, representing the three main types of equipment units, i.e., inside and outside lighting 

��	 (kWh), passengers lifts by escalators and elevators ��
	
� (kWh) and electronic equipment ��
	
�
(kWh): 

��C� Y ��
	
�;�����< Z ��	>7�? Z ��
	
� CCCCCCCCCCCCCCCCCCCCCCCCC[� (1) 

where 7� is the solar radiation (W/m2 or lx) and ����� is the passengers flow in the TS (I.�\]).  

The power required by the elevator equipment ��
	
� is calculated as the sum of variable ����� and 

stand by ��̂ �  power [91]. The variable energy consumption of the escalator is related to the 

transported passengers �����: 
����� Y >����� _ ` _ 7
 _ a� _ b,^?\cdGGGGGCCCCCCCCCCCCCCCCCCCCCCCCC[� (2) 

where g = 9.81 m/s2, 7
 is the vertical rise of the escalator (m), a� is the average weight of 

passenger (kg) and b,^ is the walking factor, which is defined as the ratio of the time that 

passengers actually spend on the escalator to the time that they would spend if no walking took 

place [91]. Division by 3600000 is introduced to convert the final results from units of joules (J)

to kWh. 

The fixed power ��̂ �  is related to the power consumed by the unloaded escalator and depends on 

the particular technical features of the escalator, such as the type of gear box, step chain bearing 
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and guidance system. The work [91] presents a correlation with the height of escalator rise 7
 , as 

dominant factor to qualify the different escalator designs: 

��̂ � Y . _ 7
 Z eCCCCCCCCCCCCCCCCCCCCCCCCC[� (3) 

where a and b are coefficients depending on the technical features of the escalator. To select the 

coefficients values the escalators were assumed to have following technical features: ball bearing 

step chain guidance and involute gearbox [91].  

The electrical energy ��	 required by the lighting equipment depends on its design and on the 

control systems and requirements of illumination standard setup adopted for the TS (e.g., 

EN13272:2001 UK) and urban areas [92]. Finally, the electronic equipment that is constantly 

plugged into the grid are the ticket vending and control machines, and food and drinks distributors, 

with assumed required fixe amount of hourly energy [93], [94]. 

The total energy produced by PV ��fg (kWh) at time t is the sum of the outputs ����� of several 

individual PV panels at time step t. Taking into account the solar irradiation, whose model is 

described in the next section, the ambient temperature and the characteristics of the module, the 

electricity output from one solar generation unit can be evaluated using the following set of 

equations used in [95], [96]. The technical parameters of the solar generation units can be retrieved 

from available industrial specifications [96].  

The battery allows to store electricity generated by PV or exported from the external grid. The set 

of eqs. (4) - (8) governs the energy flow dynamics of the storage in the TS: 

��� Y ����� Z ������ _ ������� h ������� _ ������� CCCCCCCCCCCCCCCCCCCCCC[� (4) 

������ Z ������� i jCCCCCCCCCCCCCCCCCCCCCCCC[� (5) 

G i ������ i jCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[� (6) 

G i ������� i jCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[� (7) 

G i ��� i ����� CCCCCCCCCCCCCCCCCCCCCCCCC[� (8) 

where ��� and �����  are the energy levels in the battery at time t and t-1 (kWh); ������� is the 

energy portion that the battery is capable of charging or discharging during time t (kWh), and ������
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and ������� are the binary variables which can take values either 0 or 1 model indicating that the 

battery can either only be charged or discharged at time t, and �����  is the maximum battery 

charge (kWh). The battery is assumed to have constant charging and discharging speeds, and no 

performance degradations or losses are considered. 

b) Environmental and operational conditions 

A set of the environmental and operational conditions impacts TS energy consumption, production 

and strategy for battery scheduling. This section presents the specific environmental and 

operational conditions influencing TS operation and provides their models. 

The solar irradiation �� (W/m2) at time t affects the amount of energy required by the consumers, 

e.g., the inside and outside lighting of the TS, and also the energy output of PV panels. Different 

approaches have been proposed to model the behaviour of solar irradiation, e.g., probability 

density functions (PDFs), times series [97] and artificial NN [98]. In the present work, we use the 

beta distribution, a sufficiently flexible two-parameter distribution that can fit well the empirical 

data under different conditions [96], [97], [99]. We use Beta distribution to model solar irradiation 

as in [100] for simplicity given that the focus of the work is not to model the fluctuations and make 

accurate predictions of solar irradiation, but to illustrate an optimization framework capable of 

handling this aspect. In the application of the papers 2 and 3 of Part II [87], [101], the average 

hourly solar irradiation data from  [95] has been used to estimate the beta parameters. 

The passenger flow ����� (number/h) through TS at time t is the most important factor influencing 

the energy consumption of the lifting equipment, i.e., elevators and escalators. The passengers’ 

flow is provided by the TS operator, who takes in-situ real time records of the passengers flow 

during the opening periods of the TS , i.e., from 5 a.m. to 1 a.m. of the next day, with a time step 

of one hour. The typical passengers flow in the TS during week day and week day and week end 

is presented in Figure 8. The two characteristic peaks during the working days related to the periods 

of high affluence of passengers going to work and coming back home can be noticed. The 

passengers’ flow during the week-end days is almost constant throughout the day, at a level which 

is around 15% of that of peak during working days. 
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a) 

b) 

Figure 8. Up and down passenger flow through the TS: a) working days; b) Saturday and 

Sunday. 

Another key variables are the electricity prices affecting TS expenses and revenues. In the paper 2 

of Part II [87], the market electricity price #�� (€/kWh) is assumed variable in a way similar to the 

trend of the wholesale market price in France [102] lead to hourly electricity market prices higher 

during working days than during weekends, which is situation is typical for most electricity 

systems. However, in countries with strong electricity markets, which include producers, 

consumers and transmission companies, the correlation between electricity consumption and price 

decreases significantly. Moreover, the electricity price of the individual regional market can be 

highly affected by other factors, e.g., fuel availability and transmission constraints. In this view, 

the existing speculations in the fuel markets can artificially increase the electricity price during the 

periods of low electricity demand (the case of some regions in UK). In addition, it was assumed 



40 

ENERGY MANAGEMENT IN THE MULTI-AGENTS ENVIRONMENT

that the grid offers fixed electricity price #�� (€/kWh) to purchase the energy from the TS. The 

electricity price #�$ (€/kWh) is the price offered to TS by the local community D to purchase the 

energy.  

c) Microgrid agent objectives 

In order to formulate agent energy management problem, the TS agent is represented as ‘open 

systems’ that continuously interact with other agents and the external grid through energy 

exchanges at time t (Figure 9).  

Figure 9. . Input and output energy flows for the TS agent. 

By taking into account the portions of energy exchanged between the agents (TS and D) and the 

external grid, the objective functions to be minimize can be formulated in terms of expenses for 

energy purchase minus revenues for energy sale for the time period T: 

"� Y k >#�� _ ��� h #�� _ ��� h #�$ _ �����lm ?CCCCCCCCCCCCCCCCCCC[� (9) 

where "� (€) is the total costs for TS for time periods of duration T, #�� and #�� (€kWh) are average 

hourly prices of purchasing and selling one kWh from/to the external grid, respectively, and #�$
(€kWh) is the average hourly price of one kWh from the bilateral contract agreed with D, ��� (kWh) 

is the energy portion sold to the external grid, ��� (kWh) is the energy portion purchased from the 

external grid, ���� (kWh) is the energy portion sold to the D and generated by the PV panels. 

The energy optimization problems for the TS is formulated as follows. 
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Optimization problem - TS 

Minimize nop
s.t.   

��� Z ��� Z ������ _ ������� h ������� _ �������Z���� i ����Z��� CCCCCCCCC[� (10) 

k >#�� _ ��� h #�� _ ��� h #�$ _ �����lm ? i "� (11) 

��� Z ���� i ����CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[� (12) 

q% _ �&�$ i �����CCCCC8rC���� s % _ �&�$CG i �����CCCCCCCCCCCCCCCCCCCCCC9�]57t8�5 CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[� (13) 

��� i ����� Z ������ _ ������� h ������� _ ������� CCCCCCCCCCCCCC[� (14) 

������ Z ������� i jCCCCCCCCCCCCCCCCCCCCCCCC[� (15) 

G i ������ i jCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[� (16) 

G i ������� i jCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[� (17) 

G i ��� i ����� CCCCCCCCCCCCCCCCCCCCCCCCC[� (18) 

��� s GCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[� (19) 

��� s GCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[� (20) 

where % is the coefficient defining the minimum amount of energy to be sold to D by TS, �&�$
(kWh) is the expected energy demand for D at time step t, predicted by TS. The optimization 

problems account for the energy balance eqs. (10), (12), and the costs eqs. (11). The batteries 

charging and discharging dynamics is formulated with eqs. (14) - (18) and eqs.(19) and (20) are 

the decision variables constraints. The coefficient β  in eq. (13) increases the regularity of energy 

exchanges between the microgrid agents, by imposing the minimum amount of energy that TS 

must supply to the D under conditions of availability of wind and solar energy outputs and 

promoting the local energy exchanges among the microgrid agents. The energy management 

decisions are done by using the communication and energy exchanges protocols. The 

communication protocol developed in this thesis is presented Paper 2 and 3 of Part II [87], [101]. 
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After clear statement of the energy management problem, microgrid agent uses different 

prediction, communication and optimization modules to address its optimization objectives. In 

order to improve agent confidence in energy management decisions and ensure system reliability 

against uncertainties, the multi-layered agent architecture, described in Section 3.2, has been 

integrated with different CI modules giving to the TS the capabilities of: 

• capturing and prediction environmental and operational conditions, e.g., Markov chain 

model [100] and NSGA-II – trained NN [87], [99]; 

• performing local planning and decision-making, e.g. RL [100] and RO [87], [99]; 

• communicating and exchanging with other microgrid agents, e.g. agents communication 

protocol [87], [99]; 

• learning and evaluation , e.g. RL [100]. 

The detailed description of these CI modules is done in scientific papers 1 – 3 of Part II [87], [101], 

[103]. 

3.3.2. Methodological and applicative contributions 

In this PhD thesis work, the coordination procedures for the microgrid energy management are 

done in a decentralized manner through the local planning and the direct negotiation among the 

agents, similar to [69], [81]. To facilitate the agents communication, an additional agent called 

ISO, inspired from [85], has been introduced in the model to assist the communications between 

the microgrid agents. The developed ABM framework has been shown to be flexible and modular, 

and is capable of accommodating more complex models of the individual agents, e.g., the 

refinement of the time step to account for shorter-term variations. The specific communication and 

decision-making scheme developed for the microgrid operation allows an efficient energy 

management among the microgrid agents: on the one hand, it increases the revenues of renewable 

generators by deciding their most profitable energy strategy; on the other hand, it encourages the 

purchase of emissions-free and less expensive energy by the microgrid consumers. A detailed 

description of the ABM of the individual components of the microgrid and the of agent interaction 

framework is presented in Papers 2 and 3 of Part II [87], [101]. 

If compared with the limitations of the modelling developments summarized in Section 1.3, the 

main contributions of this thesis work, in terms of the modelling and optimization frameworks, 
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must be considered jointly with the intelligence models developed for the microgrid agents. The 

benefit gained with this joint development lies in the consideration of the individual intelligent 

agent as an autonomous decision-making entity that accounts for its individual objectives. By 

doing so, the global optimization of the ABM of the microgrid is achieved through the joint 

consideration of all the optimization problems of the individual agents. In this view, the present 

thesis work makes a relevant contribution to the development and implementation of the ABM 

and optimization framework, by developing, implementing and evaluating different approaches to 

model the individual intelligences of the microgrid agents, i.e., RO and RL.  

The developed optimization frameworks for the microgrid energy management are capable of 

explicitly considering the uncertainty associated to the stochasticity of operational and 

environmental conditions, as well as the mechanical failures of the renewable generators. The 

uncertainty related to the predictions of the energy quantities and the information communicated 

by the agents is also accounted. For more details, the reader is referred to Papers 2 and 3 of Part II 

[87], [101]. 

The reader is referred to Chapter 4 for a methodological description of the approaches considered 

to model the agents intelligences and to Papers 1, 2 and 3 of Part II for their application [87], [101], 

[103].  
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4. INDIVIDUAL INTELLIGENCE FOR ENERGY 
MANAGEMENT IN STOCHASTIC ENVIRONMENTS 

In this chapter, the approaches considered to model the individual agents intelligences that are 

incorporated in the framework developed in this thesis are presented in details. Section 4.1 

introduces the RL algorithm, which allows learning from a stochastic environment and making use 

of the experience to select optimal energy management actions. Section 4.2 presents the 

formulation of the RO problem that accounts for the uncertainty. Each section includes the 

exemplification of the applicative contributions, retrieved from the scientific papers of Part II. 

Section 3.3 summarizes the overall methodological and applicative contributions done in terms of 

microgrid energy management based on RL and RO.  

Chapter 4 gives also the references to Part II that provides the exemplification of the individual 

intelligence approaches developed and implemented. Paper 1 shows the application of the 2 steps-

ahead RL algorithm to plan the consumer energy management actions in a microgrid with a 

stochastic environment. Papers 2 and 3 illustrate the application of the RO framework for the 

optimization of the individual objectives of the microgrid stakeholders under uncertainty. 

4.1. Reinforcement learning (RL) 

This section introduces and exemplifies the problem statement for the microgrid energy 

management and presents the optimization approach used to address the problem statement. The 

section also presents the example of results for the specific case study of the microgrid energy 

management. 

4.1.1. Problem statement 

By taking into account the limitations of current developments in terms of energy management, 

identified in Section 1.3, and the research focus, stated in Section 2.3, this thesis work aims to 

bring contributions in the microgrid energy management by addressing several optimization 

challenges. In this view, the following aspects are taken into account: 

• individual agents objectives,  

• agent-environment interaction; 
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• uncertainties. 

The example of microgrid energy management, explored in Paper 1 of Part II [103], is considered 

here to illustrate this problem statement. In this paper we focus on a simple urban microgrid 

involving a consumer with inelastic load +�, a transformer, providing electricity power from the 

external grid as well as information about the electricity market price ��, a renewable generator 

with available power output ��,� and a storage facility with a level of battery charge ��, where the 

subscript t is used to indicate time (Figure 10). The consumer has the possibility to control the 

storage and renewable generator, and thus, can decide to purchase all electricity from the external 

grid or cover partly its demand by using the electricity produced by the local renewable generator. 

For this, the consumer can store electricity when the renewable resource is available and discharge 

the storage when needed. The model is kept purposely simple, but sufficiently comprehensive in 

the properties relevant to the study of the RL paradigm, selected to address energy management 

challenges.  

Figure 10. Architecture of the considered microgrid.

For the considered case, the consumer strategy is driven by the optimization of a numerical reward, 

which quantifies two goals or decision-making criteria. These goals are: i) increasing the 

utilization rate of the battery during high electricity demand (so as to decrease the electricity 

purchase from the external grid) and ii) increasing the utilization rate of the wind turbine for local 
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use (so as to increase the consumer independence from the external grid). The optimization of the 

numerical reward is achieved through the choice of the action .�/ Y 0.m� .�4 of battery scheduling. 

Since the battery cannot be charged and discharged at the same time, only one of these actions can 

be selected and performed at any time step t: this makes the two criteria conflicting and for this 

reason, the consumer aims at increasing its performance by selecting an optimal sequence of 

actions for an energy management planning horizon. 

The decisions for the optimal energy management must be done under several uncertainties. In 

Paper 1 of Part II [103], these uncertainties are related to the variability of energy output ��,� from 

the wind generator, affected by the availability of the wind source and the random mechanical 

failures of the wind generator components [104], [105]. Markov chain modelling framework is 

adopted to describe the dynamics of stochastic transition among different levels of wind speed 

conditions and mechanical states (Figure 11). This approach is used to model natural processes, 

including synthetic generation of hourly wind speed time series [106], [107].  

Figure 11. Markov chain model for wind generation.

The transition rates are calculated based on the principle of frequency balance between any two 

states, presented in [108]. As input data for the transition rates calculation, the wind speed data 

with one hour time step from [109] is used. Based on the various references [108], [110]–[113]. 

The correlation between wind speed intensity and severity of occurred failures is taken into account 

with Markov chain model.  
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We adopt an ABM framework to implement the decision-making heuristics, learning rules and 

adaptive processes of interactions with the environment [84]. Specifically, the consumer is 

presented in the form of an individual agent who evolves by interacting with its environment 

defined through the available wind power output ��,�, the load +� and the level of battery charge 

��. The decisions linked to these interactions are driven by the particular goals of the consumer 

and are implemented in the form of battery scheduling actions, following a process of RL presented 

in details in Section 4.1.2. By so doing, we implement intelligence directly into the consumer’s 

behaviour, so that he can decide and act in its own interests without implication of additional 

management actors, such as the facilitator used for energy management in electricity grids with 

multiple distributed generations [69]. 

4.1.2. RL algorithm 

An optimization framework that is based on RL is characterized by a learning process that is based 

on rewards or penalties on actions taken in response to environmental dynamics [114], [115]. In a 

deterministic setting, this method allows to find the optimal set of actions for a given 

environmental state whereas in a stochastic setting, it is capable of accounting for the uncertainties 

in the exploration of the environment [115].  

As highlighted in [114] “the most important feature distinguishing RL from other types of learning 

is that it uses training information that evaluates the actions taken rather than instructs by giving 

correct actions.” This optimization method uses the combination of an instructive feedback, 

indicating the correct action to be taken, and an evaluative one, which assess random unforeseen 

actions. 

The Q-learning method has shown to achieve excellent performance in the dynamic power 

management of embedded systems by minimizing power consumptions [116], [117]. First 

introduced in 1989 [118], Q-learning is widely applied as a RL algorithm that makes use of an 

action-value function to evaluate the utility of the performed action. This can be formulated as 

follows: 

=;��� � .�/< u =;���� .�/< Z " v7;��� � .�/< h =;��� � .�/<w (21) 
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where =;���� .�/< is the value function of the state-action pair ;���� .�/<, G x " x j is the learning 

rate, and 7;���� .�/< is the reward value received as the result of taking action .�/ in state ��� at time 

t.  

A reward function 7;���� .�/< is used to define the goal of the RL [114]; the corresponding reward 

value in response to a performed action quantifies the benefit of this action at the current state. 

When evaluating the return corresponding to a sequence of actions, the discounted parameter @ is 

introduced to bound the total return as follows: 

7� Y 7�1� Z @7�13 Z @37�1y Zz Y k @{7�1{1�|{l� (22) 

The discount rate G x @ x j is used to ‘weigh’ the values of the reward functions that are expected 

to be obtained after performing the sequence of actions at successive times t+1, t+2, t+3 etc. 

Discounting describes that rewards arriving further in the future are worth less. 

The trade-off between exploitation and exploration is usually ensured by using an �-greedy action 

selection approach [114]. For each time step t, each agent generates a random parameter G x } x
j. If } x ~, which is the fixed probability of the random action selection for each time step, then a 

random action is selected. Otherwise, the agent performs the action .�/  with the highest value 

=;���� .�/< for state ���, from history records that are usually stored in matrix form: 

.m z �� z .�
�m�����2 ��

��
�=m�m z =m�/ z =m��
�=��m
� � ���� � �=���

�=2�m z =2�/ z =2����
��
�

(23) 

By using eq. (21), the Q-value of each action .�/ for each state ��� automatically converges to its 

maximum Q*-value by following the optimal policy of actions selection [119]. 

The simplified architecture of a RL [114], illustrated in Figure 12, is widely used in the domain of 

agent learning [115]. Agents interact with their environment by receiving signals about states and 

rewards. On its turn, the environment receives from the agents signals about the performed actions. 

To exemplify this interaction we use the previous notation. At time step t, each agent receives the 

information about the environment state, denoted as ���. By taking into account this information, 
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each agent selects and performs action .�/ , which updates the environment state to ��1��  at time step 

t+1. Based on this update, each agent receives a reward, which evaluates the benefit of this update 

from the point of view of the agent objective. Here, the dotted line denotes the time horizon of a 

single time step t, with the new state and reward signals after action .�/ has been performed. 

Figure 12. Simplified architecture of the RL mechanism [114]. 

This approach has also been applied to develop a comprehensive and beneficial demand response 

model for energy pricing [81]: a retail energy provider exploits Q-learning to define the optimal 

real time pricing considering different aspects such as price caps and customer responses. The Q-

learning method can be coupled with other approaches, e.g., leading to genetic-based fuzzy Q-

learning [120] and Metropolis Criterion-based fuzzy Q-learning [121] for intelligent energy 

management. 

4.1.3. Results exemplification 

The RL algorithm is used in Paper 1 of Part II [103] to model the consumer’s adaptation to a 

dynamically changing environment by performing actions of battery scheduling. The synthetized 

form of the algorithm is presented below:  

1.  Initialize to 0 the Q-values of all possible actions sequences for each scenario and set time 

t=0. 

2.  a) For time t, identify the values of load +� and available wind power output ���, and 

make the forecast of available wind power output ��1��, ��13� and load +�1�, +�13  for 2 
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steps-ahead. Identify �#56.789�	 CY 0���� ��1�2 � ��13� 4, the forecasted states of wind conditions 

for the local generation, simulated with the Markov chain model. 

b) Based on identified �#56.789�	  and battery charge �� at time step t, define all possible 

actions sequences of battery scheduling for 2 steps ahead. 

c) Apply the policy for selection of sequence of actions.  

d) Perform the selected sequence :�/ under real system conditions, simulated using the 

Markov chain model for real wind conditions. Update the value of the sequence performed.  

3.  Move to time step t+3; repeat step 2. 

Note that the uncertainty in load is not accounted here, as the consumer is assumed to hold a perfect 

knowledge about its own consumption. 

The diagram of the algorithm and simulation scheme for forecasted and real wind speed conditions 

is presented in Figure 13.   

a) 
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b) 

Figure 13. The RL �������	
������������������	������������	���������������	
������
��������

scheme for forecasted and real wind speed conditions.

As it can be seen from Figure 13, forecasted and real wind speed state evolutions are modeled with 

two identical Markov chain models. The first Markov chain model generates the forecasts of wind 

speed conditions, which are used to identify the 2 steps-ahead scenario and select the actions 

sequence for battery scheduling. The second Markov chain models real wind speed conditions, 

starting from the same state as the forecasted conditions, under which the selected actions sequence 

will be performed.  

As described previously, the learning process is achieved through the selection of sequences of 

actions for 2 steps-ahead scenarios. Firstly, the continuous repetition of similar scenarios with 

random selection of sequence of actions allows to define the maximum Q*-values of all sequences. 

Secondly, the selection of a high-valued sequence of actions allows to perform the sequence of 

actions for battery scheduling most adapted to each scenario. However, the repeated occurrence of 

similar scenarios, for the definition of the maximum Q*-value, is considerably affected by the 

stochasticity of the wind power output ���. In other words, the efficiency of the learning process 

depends on the rate of occurrence of similar scenarios. The learning process can be illustrated with 

the learning trend (Figure 14) providing the occurrence rate of new scenarios and scenarios with 

more than a threshold number, after which the optimal actions are already identified (here 

threshold is fixed to 16 repetitions of the same scenario). On the one hand, Figure 14 shows the 
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fast decrease of the occurrence of new scenarios during the simulation. After 10 years, the 

proportion of new scenarios represents less than 1.5% of the total number of scenarios occurred 

annually. The number of scenarios with more than 16 occurrences rises to 87% in the last year of 

simulation: this large number of scenarios occurrences (16) allows identifying the action sequences 

of highest Q*-value for battery scheduling.  

Figure 14. Trend of new scenarios occurrence and scenarios with more than 16 occurrence 

repetitions. 

In this view, Figure 14 represents the learning (or training) period for the RL algorithm during 

which the optimal actions can be identified for different scenarios. This training period can be 

illustrated by several indicators evaluating the level of consumer goals achievement. One of them 

is the cumulative annual expenses of microgrid consumer for the power purchase from the external 

grid ���, which shows the progressive decrease during the learning period (Figure 15). This gives 

the evidence of the continuous improvements brought by the RL.  
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Figure 15.����������	�
���	�����������������
������������
According to the results of Paper 1 of Part II [103], the trained RL algorithm can accomplish an 

average improvement of 12.88% ��� in comparison with the case when the consumer does not 

have precise goals to follow in the selection of an optimal sequence of actions. It also provides the 

support tool for the daily energy management with battery scheduling, illustrated in Figure 16 for 

a day of operation. 

Figure 16��Example of battery scheduling process for a day of operation�

For more details regarding the definition the RL feature for case study used of problem statement 

exemplification (Section 4.1.1), the extended sensitivity and results analysis the interested reader 

can refer to Paper 1 of Part II [103]. 

Wh Wh Wh
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4.2. Robust optimization (RO) 

This section presents the extended problem statement in comparison with the developments done 

in Section 4.1 and exemplified in Paper 1 of Part II [103]. Similar to Section 4.1 this section 

presents the optimization algorithm used to tackle the energy management problem and the 

example of results for the specific case study of the microgrid energy management. 

4.2.1. Problem statement 

Microgrid energy management with the RL algorithm presented and exemplified in Section 4.1 

brings several major contributions to the research focus of the thesis, mapped in Section 2.3, e.g., 

explicitly accounts for the individual microgrid agents objectives and perform energy management 

under uncertain renewable energy generation and mechanical failures. However, few major 

limitations need to be highlighted and addressed with further development. These limitations, 

mainly related to the specificity of the RL algorithm and the way it tackle the uncertain parameters, 

are the follows: 

• The increase of parameters characterised the operational state of microgrid system or the 

duration of planning scenario drives the increase of problem complexity, e.g., extend of the 

learning period for optimal action identification and decrease the computational tractability 

of the optimization problem. 

• RL needs time to gain knowledge in order to identify the optimal actions to take for the 

specific scenario. 

• The uncertain parameters are estimated as the point predictions, which do not always allow 

the reliability margin for the energy management decision. 

In this view, a range of developments must be done to address these limitations allowing the 

optimal and efficient energy management in the multi-agent microgrid under different 

environmental and operational uncertainties. The example of such microgrid case study, is 

retrieved from the Papers 2 and 3 of Part II [87], [101] (Figure 17). 
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Figure 17. Scheme of the reference microgrid. 

This reference system includes a middle-size TS, which can play the role of power producer and 

consumer, the surrounding D with residences and small businesses, and a small urban wind power 

plant (WPP). The goal of TS is to decrease its electricity expenses while satisfying its demand. To 

achieve this, the TS strategy includes the integration of renewable generators and energy 

exchanges with the local community to increase the power flexibility of the microgrid. 

Photovoltaic panels (PV) have been shown to be an adapted and efficient technology for its 

implementation on large commercial, public buildings and transportation hubs [89], [90]. For the 

energy exchanges with local community, we consider only the possibility of exchange between 

the TS and the D. This is done to keep the model simple but also complete in order to properly 

illustrate the optimization analysis.  

The goal of WPP is to increase its revenues from selling the electricity to the external grid and to 

the D. The latter is considered only as an energy consumer, with the goal of decreasing its 

electricity purchase from the external grid by prioritizing the purchase of electricity from local 

sources, i.e., the TS and the WPP. In addition, we assume that the TS and the D have the capacity 

to store electricity in batteries.  

As the additional goals are the improvement of overall system reliability and the efficient use of 

locally installed renewable generators and storage.
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The microgrid agents decisions about the optimal energy management strategies, as well as the 

global reliability of the microgrid, are affected by the uncertain parameters, such as energy outputs 

from renewable generators ���� and �����, energy demands of the consumers ��� and ��$, and 

electricity prices #��, #�� and #�$. In addition, the technical failures of renewable generators are 

accounted for.  

To tackle the limitations of the previous work, where the uncertain parameters are accounted as 

the point predictions, here the uncertain parameters are quantified in terms of PIs estimated by a 

NSGA-II – trained NN [122]. These PIs are optimized both in terms of coverage probability (CP) 

and PI width (PIW). For this purpose, a multi-objective NSGA-II is implemented to find the 

optimal parameters (weights and biases) of the NN. By using NSGA-II, Pareto-optimal solution 

sets, including several non-dominated solutions with respect to the two objectives (CP and PIW), 

are generated. The example of Pareto front of PIs for TS energy demand ��� is depicted in Figure 

18. From this Pareto front different solutions can be selected and used in the energy management 

by RO, differing in interval widths and coverage probability.  

Figure 18 Pareto fronts of PIs for ���. 

The microgrid agents are represented as the individual agents following their energy management 

objectives by taking into account their interactions with other microgrid agents. For more details 

about models of individual agents, their operational environment and the communication protocol 

they are using, the interested reader is invited to refer to Papers 2 and 3 of Part II [87], [101].  
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4.2.2. RO algorithm 

This section discusses some of the optimization techniques that have been specifically designed in 

this PhD work to account for the variability and randomness of the operational and environmental 

parameters. Optimization approaches for this have been progressively developed and extended 

over the last years. Fuzzy mathematical programming models and their extensions have been 

successfully applied for the optimal management of hybrid energy systems [123], [124]. Stochastic 

programming, where the uncertain parameters are accounted for by probability distributions and 

interval programming models [125], [126], have been used to deal with different sources of 

uncertainty in different frameworks, e.g., economic-energy scenarios planning [127], design of 

renewable systems for community energy management [128] and water quality and waste 

management [129], [130]. 

In this PhD thesis, RO has been adopted as the framework for achieving optimal actions scheduling 

strategies under uncertainty. 

For explanation purposes, consider a nominal linear optimization problem (eq. (24)), where 

uncertainty affects only the elements in matrix A whereas the objective function c is not subject to 

uncertainty: 

maximize ���
subject to :W i e
  j i W i �

(24) 

This formal problem was analysed in [131] with the aim of constructing a solution that is feasible 

for any data belonging to a convex set. The formulation considers a particular row i of the matrix 

A where A�  represents the set of coefficients in row i that are subject to uncertainty. To account for 

the uncertainty in each entry .E�/, � � A� , it is modelled as a symmetric and bounded variable .E�/ �
�.�/ h .B�/� .�/ Z .B�/�, where C.�/ represents the expected value of the parameter and .B�/C is its 

uncertainty interval width. The resulting robust counterpart of problem eq. (24) is: 

maximize ���
subject to k .�// W/ Z k .B�//��� J/ i e� �CCCCCCCCCCCC[8 (25) 
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  hJ/ i W/ i J/ CCCCCCCCCCCCCCCCCC[�
  j i W i �
  J s G

Note that if W� is an optimal solution, J/ Y �W/��, then: 

k .�// W/ Z k .B�//��� �W/��� i e� �CCCCCCCCCCCC[8 (26) 

It has been shown [126] that for any possible realization .E�/ of the uncertain data, the solution 

remains feasible and ‘robust’: 

k .E�// W/� Y k .�/W/�/ Z k D�/.B�//��� W/� i k .�/W/�/ Z k .B�//��� �W/�� i
e� �CCCCCCCCCCCC[8 (27) 

where D�/ Y >.E�/ h .�/?\.B�/ is the random variable associated with the uncertain data .E�/, which 

obeys an unknown but symmetric distribution, and takes values in 0hj� j4. In this view, for every 

ith constraint, the term k .B�//��� �W/�� gives the necessary protection of the constraint by managing 

a gap between k .�/W/�/  and e� [126]. 

This formulation of the optimization problem allows obtaining conservative solutions that ensure 

the robustness of the model. Following developments have been focused on relaxing the level of 

conservatism introduced by the robust problem [132]–[135].  

The RO formulation adopted in this PhD thesis work has been originally proposed in [126] and 

allows to linearly formulate the robust counterpart of an optimization problem for different levels 

of conservatism in the solution. In other words, the new formulation is able to accommodate the 

parameters uncertainty in the data uncertainty set U without excessively affecting the objective 

function. By considering the formulation in [131], [126] introduces for every i a parameter F�, not 

necessary integer, that takes values in the interval 0G� HA�H4. The role of this new parameter F� is to 

adjust the level of robustness of the proposed solution; the goal is to derive solutions that guarantee 

that up to �F�� of these coefficients are allowed to change, and one coefficient .�/ changes by 

>F� h �F��?.B�/. By doing so, [126] assumes that nature will be restricted in its behaviour in that only 

a subset of the coefficients will change in order to adversely affect the solution. Finally, the 

proposed discrete optimization problem allows the robust solution to be feasible with a very high 
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probability even if more than �F�� change. Here below, the resulting linear formulation of the robust 

counterpart problem in [126] is presented:  

maximize #�W
subject to k .�// W/ Z K�F� Z k I�//��� i e� �CCCCCCCCCCCC[8
  K� Z I�/ s .B�/J/�CCCCCCCCCCCCCCC[8� � � A�
  hJ/ i W/ i J/ CCCCCCCCCCCCCCCCCC[�
  �/ i W/ i �/ CCCCCCCCCCCCCCCCCC[�
  I�/ s G�CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[8� � � A�
  J/ s GCCCCCCCCCCCCCCCC[�
  K� s GCCCCCCCCCCCCCCCC[8

(28) 

where matrix : coefficient .E�/ is again considered an uncertain parameter varying in the interval 

�.�/ h .B�/� .�/ Z .B�/�, I�/, J/ and K� are the RO variables which are forced to be greater than or 

equal to zero, F� defines the level of uncertainty considered in the optimization model (a value of 

zero corresponds to the deterministic problem) and e�  is a deterministic parameter. As it can be 

observed, for every i, a parameter F� is introduced taking its values within the interval 0G� HA�H4; the 

role of this parameter is to adjust the level of conservatism of the solution [126].  

This technique has been recently used for optimal energy system planning under uncertainties 

related to: the power output of renewable generators [136], production costs [137], electricity 

demand [138] and their combination [139], [140]. Similarly, the uncertainties can be quantified by 

probability levels [136]–[138] or by probability bounds on constraint violation [139].  

4.2.3. Results exemplification 

Using the RO approach described above, the energy management problem for each agent can be 

reformulated in order to tackle different environmental and operational uncertainty. The 

optimization problem of TS, presented in Section 3.3.1, is used to illustrate the RO formulation. 
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TS 

Minimize nop
s.t.    

h��� Z ��� Z ������ _ ������� h ������� _ �������Z���� h ���� _ W�21� Z ��� _ W�213
Z K���,
� _ X���,
� Z I��NOP Z I�QNRS i GCCCCCCCCCCCCCCCCCC[�

(29) 

K���,
� Z I��NOP s �'��� _ J��NOP � CK���,
� Z I�QNRS s �'�� _ J�QNRS CCCCCCCCCCCCCCCC[� (30) 

hJ��NOP i W�21� i J��NOP � hJ�QNRS i W�213 i J�QNRS CCCCCCCCCCCCCCCC[� (31) 

��� Z ���� h ���� _ W�21� Z K�M���� _ X�M���� Z I��NOP i GCCCCCCCCCCCCCCCC[�� (32) 

K�M���� Z I��NOP s �'��� _ J��NOP CCCCCCCCCCCCCCCC[�� (33) 

� >#�� _ ��� h #�� _ ��� h #�$ _ ����
�lm ? Z� �K�L��� _ X�L��� Z I��N

T Z I��NU Z I��NV 

�lm

i "� �
(34) 

K�L��� Z I��N
T s #¡�� _ J��N

T � K�L��� Z I��NU s #¡�� _ J��NU � K�L��� Z I��NV s #¡�$ _ J��NVCCCCCCCCCCCCCCCCCCCCCC[�� (35) 

hJ��N
T i ��� i J��N

T � hJ��NU i ��� i J��NU � hJ��NV i ���� i J��NVCCCCCCCCCCCCCCCCCCCCCCCCCC[�� (36) 

��� s G� ��� s G� ���� s GCCCCCCCCCCCCCCCC[�� (37) 

q% _ �&�$ i �����CCCCC8rC���� s % _ �&�$CG i ���� �CCCCCCCCCCCCCCCCCCCCCC9�]57t8�5 CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[��
(38) 

��� i ����� Z ������ _ ������� h ������� _ ������� CCCCCCCCCCCCCCCC[�� (39) 

������ Z ������� i jCCCCCCCCCCCCCCCCCCCCCCCC[�� (40) 

G i ������ i j� G i ������� i jCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC[�� (41) 

G i ��� i ����� �CCCCCCCCCCCCCCCCCCCCCCCCC[�� (42) 

where K���,
�, K�L���, K�M����, I��NOP, I�QNRS , I��N
T
, I��NU, I��NV, J��NOP , J�QNRS , J��N

T
, J��NU and J��NV are the RO 

variables which are forced to be greater than or equal to zero, W�21� and W�213 are auxiliary variables 

that are forced to be equal to one. X���,
� and X�L��� define the level of uncertainty considered in 
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each optimization model (a zero value corresponds to the deterministic problem) and are such that 

G i X���,
� i ¢ and G i X�L��� i c for the TS. As mentioned earlier, the objective function to be 

optimized for TS is cost for energy purchase. The optimization problems account for the energy 

balance eqs. (29) and (32), and the costs eq. (34). The batteries charging and discharging dynamics 

is formulated with eqs. (39) - (42). Eq. (37) presents the decision variables constraints.  

Note that the RO presents the advantage that it represents the uncertainty related to the variations 

of the operational or environmental conditions in terms of PIs without making any assumption 

about the probabilistic distribution of the uncertainty. For example, for the TS in the robust 

formulation the level of uncertainty �'�� is calculated as �'�� Y >����() h ����	)?\¢, where ����()
and ����	) (kWh) are the upper and lower prediction bounds at time t, respectively. In this work, 

we take the mean of the PI as point estimate of the wind energy output ��� in eq. (29).  

Figure 19 illustrates the structure of the control algorithm and operation procedure of the 

microgrid. The outputs from the models of the individual components are used to forecast the 

energy demands of the TS and D, the wind power output of the WPP, as well as the energy prices. 

These forecasted quantities are used by the RO for the decision making strategy for each agent, 

identified by using the RO approach, is based on the goal of cost functions minimization for the D 

and TS, and revenues function maximization for the WPP. These goals are achieved through the 

strategic battery scheduling and the selection of the optimal energy exchanges between the 

microgrid agents and the upstream electricity grid. Since the battery cannot be charged and 

discharged at the same time, only one of these actions can be executed at time t. Thus, the consumer 

aims at optimizing its decision-making strategy on a time horizon of 24 time steps, each of one 

hour duration. 
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a) 

b) 

Figure 19. Integrated framework: a) Structure of the control algorithm; b) Operation procedure. 
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To make the final decision about energy management strategy, microgrid agents uses 

communication protocol developed and specified in Paper 2 of Part II [87]. For more details the 

interested reader is invited to refer to Papers 2 and 3 of Part II [87], [101].  

The example of energy management for the TS within one working day was selected to illustrate 

the results obtained with RO. Figure 20 gives an example of the variation of the energy 

management decision variables for the TS, as a function of their input parameters. As it can be 

observed, the TS tends to charge the battery (i.e., ��� increases) during the periods of lower prices 

and lower energy demand in order to discharge it during the periods of peak prices and higher 

consumption levels, in order to decrease its expenses. This is possible because the lower electricity 

prices #��, especially during the night period, allow the TS to increase the amount of energy 

imported from the external grid ���, which is used to charge the battery. According to the 

formulation of the optimization problem, i.e., eq. (32), the available PV energy output ���� is used 

to sell the energy to the D (i.e., ����) and the external grid (i.e., ���). Note that the optimization 

problem could be reformulated to allow the TS to use the available energy output ���� to charge 

the battery. 

Figure 20. Energy management for TS. 
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In this view, RO allows the efficient management of energy portions exchanged between microgrid 

agents and the external grid, as well as battery scheduling strategies, depending on the uncertain 

environmental and operational variables. It also provides the optimistic results regarding the 

system reliability improvements, evaluated with classical reliability indicators, i.e., Loss of Load 

Expectation (LOLE), used to characterize the probability of unsatisfied electricity demand, and 

Loss of Expected Energy (LOEE), used to quantify the expected amount of energy losses for the 

simulation period *.  

Table 4 provides the results for microgrid system reliability using different optimization 

techniques, i.e., optimization based on expected values (point predictions) and RO based on PIs. 

For the RO two different sets of PIs with different CP were selected. As it can be noticed the RO 

based on the PIs gives more reliable results in terms of decrease of LOLE and LOEE indicators. 

Moreover, by comparing the RO based on PIs with 56% and 96% CPs, the RO based on PIs with 

high CP provides the significant increase of system reliability. 

Table 4. Microgrid system reliability using different optimization techniques. 

# Expected values PIs with CP = 56% PIs with CP = 96%

LOLE, h/� 0.2568 0.0048 0.002 

LOEE, kWh/� 1.3834 0.0485 0.0202 

The exhaustive presentation and analysis of results, as well as comparison with existent 

optimization frameworks, is provided in Papers 2 and 3 of Part II [87], [101]. 

4.3. Methodological and applicative contributions 

This section presents the methodological and applicative contributions of the work thesis in terms 

of microgrid energy management frameworks based on RL and RO, described in Sections 4.1 and 

4.2, respectively. 
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4.3.1. RL 

In this PhD thesis work, the RL framework is extended to a multi-criteria decision-making one 

considering 2 steps-ahead planning scenarios. The proposed framework is exemplified on a urban 

microgrid that connects through a transformer to the external grid and that involves an energy 

consumer, a locally installed wind turbine and a battery storage. This is a purposely simple 

microgrid architecture, but also sufficiently comprehensive to explore the efficiency of the 

proposed RL framework. A detailed description of the different models for the individual 

components, and several tests performed on the developed RL framework are presented in Paper 

1 of Part II [103]. 

The original contributions of this PhD thesis work, with respect to the general limitations of the 

current modelling developments summarized in Section 1.3, are highlighted below. 

The consumer is represented as an individual intelligent agent equipped with RL capabilities that, 

by a gradual trial-and-error decision-making process, is guided towards an optimal long term 

energy management. In other words, the individual intelligence of the RL framework is 

implemented directly into the consumer’s behaviour, so that he/she can decide and act to his/her 

own interests without implication of additional management actors. Thus, the developed RL for 

the medium-term planning allows deriving the optimal microgrid energy management by selecting 

the appropriate sequence of actions for each operational scenario in a stochastic environment.  

In this view, another contribution of this work lies in the possibility to account and to learn from 

the stochastic environment to identify the optimal management actions to be taken. Contrary to 

the frameworks in [141], [142], analysed in Section 1.3, where the optimization algorithms are 

applied to a deterministic optimization, the proposed modelling framework is capable of 

accounting for uncertainty, e.g., variability of renewable generation and failures of the power 

generators. Additionally, the optimization framework gives the possibility to reduce the 

uncertainties related to forecasting errors and to identify the optimal actions for long-term 

planning.  

Moreover, the optimization framework based on RL is analysed through a comprehensive 

sensitivity analysis aimed at understanding the role of the learning parameters underpinning in the 

optimization process. This analysis allows improving the learning procedure and thus, achieving 

the energy management objectives more efficiently. 
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The reader is referred to Paper 1 of Part II [103] for more details. A summary of the main results 

obtained in these applications is given in Chapter 5. 

4.3.2. RO 

In this PhD thesis work, RO is applied for the individual energy management of the microgrid 

stakeholders under operational and environmental uncertain parameters as well as failures of the 

microgrid components, i.e., failures of renewable generators and electrical lines. The optimization 

framework is developed, implemented and tested on a reference microgrid system including a 

middle-size TS, which can play the role of a power producer and consumer, a surrounding D, and 

a small urban WPP. The reliability analysis performed for the energy scheduling under different 

levels of wind power output uncertainty shows a significant improvement of the reliability 

indicators with a decrease of the energy imbalances, i.e., shortage and surplus, for the case of RO 

based on PIs estimation in comparison with the results that can be obtained by optimization based 

on estimated expected values. The detailed presentation of the models of the individual 

components of the microgrid and an analysis of the RO framework performance is presented in 

Papers 2 and 3 of Part II [87], [101]. 

Regarding the limitations of the modelling developments summarized in Section 1.3, the original 

contributions of this PhD thesis work are as follows.  

The developed RO framework for microgrid energy management considers the uncertainty 

associated to the stochasticity of operational and environmental conditions and failures of 

microgrid components; moreover, the uncertainties related to the predictions of energy quantities 

and the information communicated by the agents are also accounted for.  

As in the previous case of RL, the RO is implemented with respect to each individual agent 

allowing microgrid energy management via the optimization of the objective functions of the 

individual agents, which are considered as autonomous decision-making entities with their 

individual objectives. 

An additional original contribution of this PhD thesis work in the domain of energy management, 

lies in the way uncertainty is accounted for, as presented in Papers 2 and 3 of Part II [87], [101]. 

The novel implementation of PIs estimation by a NSGA-II - trained NN is proposed to define the 

bounds of uncertain parameters variation for input to the RO. In comparison with other works, 
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where the uncertain parameters are described by assumed probability levels [136]–[138] or 

probability bounds of constraint violation [139], the proposed framework allows each microgrid 

agent to regulate its conservatism under different uncertain parameters by setting and selecting the 

appropriate PIs width from the available solutions: the level of RO conservatism in the solution 

can be raised, for example, by increasing the width of the PIs associated to the renewable energy 

output from the generators. The reader is referred to Paper 2 of Part II [87] for more details.  

Also, the thorough analysis performed on the RO framework provides insight and indications for 

identifying the level of uncertainty existing in the problem setting, which performs RO versus a 

(simpler) optimization based on expected values of the uncertain parameters. In this view, the PhD 

thesis work contributes to the exploration and understanding of the effects of the level of RO 

conservatism onto the microgrid performance. As expected, the RO framework is found to improve 

the reliability of the microgrid operation by selecting energy management actions that are optimal 

under the worst realization of the uncertainty conditions; however, this is done at the cost of 

possible lower revenues for the energy generators and higher expenses for the energy consumers 

than those that could be obtained by optimizing over the expected values of the uncertain 

parameters. In this view, the analysis proposed in Paper 3 of Part II [101] investigates and shows 

the influence of uncertainty on the microgrid performance and proposes a methodology to identify 

the level of uncertainty in the operational and environmental conditions for which RO performs 

better than optimization based on expected values. This analysis, and its findings, can assist the 

decision-makers in selecting their preferred microgrid energy management actions that provide an 

adequate trade-off between system reliability and economic performance. For more details, the 

reader is referred to Paper 3 of Part II [101]. 

A summary of the main conclusions obtained from these studies is synthetized in Chapter 5. 
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5. CONCLUSIONS AND PERSPECTIVES 

The research contained in the PhD thesis here presented, is contributing to the advancements of 

the Smart grid concept by developing a framework for modelling dynamic interactions between 

grids stakeholders within optimal energy management. By exemplification on microgrid systems, 

seen as the representative elementary fractal dimension, the developed framework allows the 

different stakeholders to establish their profitable and efficient energy strategies in the 

management of the local renewable generators and storage facilities by exchanges with other 

stakeholders, in a dynamically changing environment under uncertainty. 

Agent – Based Modelling (ABM) has been adopted in this research to accurately represent the 

complex dynamic elements and their interactions within a decision making context of individual 

agents that need to adapt to complex, uncertain and changing environments. The focus on the 

elementary fractal of the microgrid dimension allows for properties of scalability and 

transferability of the developed and implemented modelling / optimization frameworks. 

The main contributions in the domain of microgrid energy management in multi-agents 

environments, presented in Papers 2 and 3 of Part II [87], [101], are: 

• The microgrid energy management is achieved not through the optimization of the overall 

energy flows in the microgrid, e.g., like in [136]–[138], [143], but by the optimization of 

the objective functions of the individual agents considered as autonomous decision-making 

entities that account for their individual objectives. 

• The proposed agent-based optimization framework is flexible and modular, and capable of 

accommodating more complex models of individual agents, e.g., to account for variations 

of charging and discharging efficiencies and energy losses due to battery degradation, and 

the refinement of the time step to account for shorter-term variations. 

The original contributions in the domain of optimization techniques, i.e., RL and RO, for microgrid 

energy management are: 

• Contrary to energy management frameworks such as [141], [142], where the optimization 

algorithms are applied to a deterministic power output, the proposed modelling and 

optimization framework is capable of accounting for generation uncertainty. For this 
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purpose, two Markov chain models are used in Paper 1 of Part II [103] to capture the 

differences in the forecasted and real wind power outputs by describing the dynamics of 

stochastic transitions among different levels of wind speed conditions and mechanical 

states. In Papers 2 and 3 of Part II [87], [101], the uncertainties are quantified by PIs and 

integrated in the RO.  

• The RO based on data-driven estimated PIs for the quantification of the uncertain 

parameters, shown in Papers 2 and 3 of Part II [87], [101] and the extension of the RL 

framework to multi-criteria decision-making used to plan the energy management actions 

for consumer in Paper 1 of Part II [103] are applied to energy management for the first 

time.  

• The performance of RO and RL are demonstrated by comparison with other optimization 

approaches. RO provides optimistic results in comparison with Fuzzy – NN and methods 

based on the Probabilistic Choice in Paper 2 of Part II [87]. The RL algorithm demonstrates 

the improvements in the strategy of microgrid operation with respect to the defined rewards 

in Paper 1 of Part II [103].  

• A detailed sensitivity analysis is provided for both RO and RL. The optimization 

framework of RL is analysed through a comprehensive sensitivity analysis aimed at 

understanding the role of the learning parameters in Paper 1 of Part 2 [103]. This analysis 

allows improving the learning process and thus, the energy management objectives. 

Through the exploration of RO, an analysis framework is established to provide a way of 

identifying the level of uncertainty in operational and environmental conditions which 

preferably requires RO versus optimization based on expected values in Paper 3 of Part II 

[101]. 

Different research directions can be considered to extend the work developed in this thesis. The 

first direction aims at the extension and the improvement of the developed simulation / 

optimization frameworks. Indeed, the need to obtain a computationally tractable model and the 

limited available data guided to the range of assumptions considered in this thesis in order to build 

the models of the individual components. One of the major limitations is the one hour sampling 

time considered in the modelling / optimization frameworks. Guided by the need to catch major 

trends and test the performance of energy management frameworks, the future work must be 
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focused on the refinement of the time step in order to capture more accurately fluctuations of the 

microgrid environmental and operational conditions, i.e., energy prices, loads and renewable 

energy outputs form the power generators. This is a relevant development for energy optimization 

of small residential microgrids, where the short-term fluctuations in the individual loads and 

energy outputs from renewable generators can be significant within the hour and, as a consequence, 

also the decisions for optimal actions of energy management. 

A perspective direction of future research focuses on the development of energy management 

frameworks that combine simultaneously RO and RL. On the one hand, RO allows a linear 

formulation of the robust counterpart of the optimization problem for different levels of 

conservatism in the solution, which can be adjusted by means of the PIW. Thus, the RO framework 

improves the reliability of the microgrid operation by selecting energy management actions that 

are optimal under the worst realization of the set uncertainty conditions. However, as it is 

highlighted in Section 4.2, this is done at the cost of possible lower revenues for the energy 

generators and higher expenses for the energy consumers than those that could be obtained by 

optimizing over the expected values of the uncertain parameters. On the other hand, RL allows 

identifying appropriate strategies for specific scenarios by reducing the uncertainties related to 

forecasting errors; but the optimal actions are eventually identified based on point predictions 

using the knowledge gathered during the training period. In this view, a promising development 

can be aimed at the combination of the two optimization techniques, whereby RL can be integrated 

as a supporting tool for RO in order to improve the economic indicators. 

Finally, the application and testing of the developed frameworks on real microgrids seems a 

worthwhile line of future research, now that a number of actual real microgrid initiatives are 

becoming available.  
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ABSTRACT 

We consider a microgrid for energy distribution, with a local consumer, a renewable generator 
(wind turbine) and a storage facility (battery), connected to the external grid via a transformer. 
We propose a 2 steps-ahead reinforcement learning algorithm to plan the battery scheduling, 
which plays a key role in the achievement of the consumer goals. The underlying framework is 
one of multi-criteria decision-making by an individual consumer who has the goals of increasing 
the utilization rate of the battery during high electricity demand (so as to decrease the electricity 
purchase from the external grid) and increasing the utilization rate of the wind turbine for local 
use (so as to increase the consumer independence from the external grid). Predictions of 
available wind power feed the reinforcement learning algorithm for selecting the optimal battery 
scheduling actions. The embedded learning mechanism allows to enhance the consumer 
knowledge about the optimal actions for battery scheduling under different time-dependent 
environmental conditions. The developed framework gives the capability to intelligent 
consumers to learn the stochastic environment and make use of the experience to select optimal 
energy management actions. 

Keywords: Smartgrids, microgrids, Markov chain model, reinforcement learning, sensitivity 
analysis 
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NOMENCLATURE 

� time step (h), 

�� time step interval (h),

�� consumer load over the time interval �� (Wh),

�� electricity market price at time t ($/Wh),

���� available power output from the wind generator over the time interval ��
(Wh),

�� level of battery storage at time t (Wh),

�	
� transition rate between wind speed states y and z (h-1), 

�, µ failure and repair transition rates at normal wind speed conditions (h-1), 

�’, µ’ failure and repair transition rates at extreme wind speed conditions (h1), 

���� maximum annual peak of load (Wh), 

�����, ����� daily and weekly peaks of power demand, respectively (%),  

����� hourly peak defined for working days and weekends (%), 

��
 ����  levels of the energy stored in the battery at time t and t-1 (Wh), 

������
��������  power flowing between the battery and the consumer at time t (Wh), 

������
�����  power flowing between the wind generator and the battery at time t (Wh),  

i, n, p indexes of system states,  

��� system state of index i at time t, 

l index of generic scenario composed of ����
 ����� 
 �����   system states at time 

steps t, t+1 and t+2, 

!"#$%�&'�(  generic scenario of index l at time t, 

%� action at time t, which can take value of %) for the battery discharging or %�
for the battery charging, 

* index of sequence of actions, 
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+�, sequence of actions of index j composed of �%� 
 %���
 %���  at time steps t, 

t+1 and t+2, 

-�.%�/ reward function at time t for action %�, 
0 weight coefficient for the reward function -�.%�/, 

�.!"#$%�&'�( 
 +�,/ total discounted truncated reward for the sequence of actions +�, performed 

under the !"#$%�&'�( , 
1 discounted factor taking values within the range of [0,1], 

p number of occurrences of the !"#$%�&'�( , 
23!"#$%�&'�( 
 +�,4� Q-value of the sequence of actions +�, performed under the !"#$%�&'�( of p-

th occurrence, 

5 learning rate taking values between 0 and 1, 

67������89  burn in period of the !"#$%�&'�( . 
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1. INTRODUCTION 

Renewable energies are promising solutions to the energetic and environmental challenges of the 

21st century [1], [2]. Their integration into the existing grids generates technical and social 

challenges related to their efficient and secure management. The paradigm to address these 

challenges is the implementation of Smartgrids, which are expected to contribute to energy 

efficiency in decentralized networks by the adequate management of production and 

consumption [3], [4]. 

Under this perspective, on the one hand, a closer location of generation and consumption sources 

tends to increase service quality from the consumer’s point of view, by decreasing transmission 

losses and the time needed to manage fault restoration and congestions. On the other hand, 

energy management issues related to the emergence of a large number of microgrids arise with 

possible conflicting requirements and limited communications between different agents of the 

microgrids, which calls for the implementation of distributed intelligent techniques [5]. This is 

the reason why the need for detailed exploration of smart energy management frameworks 

within microgrids has been pointed out in various works [6–8] aimed at optimal operation of 

microgrids [9–11]. The development of such frameworks relies on models of the energy system 

that properly account for its multi-level dynamic behaviour. 

One approach to model energy distributed systems is that of agent-based modelling [5], [12], 

[13]. In studies related to Smart electricity grids, the agent-based approach is used to simulate 

and analyse the interactions between individual intelligent decision-makers. The most 

widespread application of this modelling approach concerns the bidding strategies between 

individual agents and energy market dynamics [14–18]. In all case studies of energy markets, 

individual agents tend to increase their immediate profits through mutual negotiations. Recent 

studies show the extension of the agent-based approach to model more complex interactions for 

energy management in hybrid renewable energy generation [19], [20]. Here the long-term goals 

are focused on the efficient use of the electricity within microgrids, e.g., the planning of battery 

scheduling to store the locally generated electricity from renewable sources and reuse it during 

periods of high electricity demand [20]. However, the decision framework has been tested under 

deterministic conditions of a typical day in summer: the electricity demand, and wind speed and 
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solar irradiation to model power output from the wind turbine and photovoltaic panel, 

respectively.  

In this paper, we look at one consumer (which can be seen as an agent) and we develop a scheme 

of optimization of its energy management objectives based on reinforcement learning. The aim 

for the consumer is to establish profitable and efficient strategies of energy use in constantly 

changing environments. The originality of the work lies in the particular structuring of the 

intelligent framework used by the consumer for energy management, which integrates two 

blocks: a forecasting step, in view of the stochasticity of the wind speed conditions, and an 

optimization, adaptive task for finding the strategy of battery scheduling optimal with respect to 

the consumer goals.  

The optimization framework is based on reinforcement learning by the so called Q-learning 

method. This method drives the learning on the basis of rewards or penalties evaluated on a 

sequence of actions taken in response to the environment dynamics [21], [22]. In a deterministic 

setting, the method allows to find the most promising set of actions for the given environment 

state, whereas in a stochastic setting it is capable of accounting for the uncertainties in the 

exploration of the environment [22]. The Q-learning method has been shown to achieve excellent 

performance in dynamic power management of embedded systems, by minimizing power 

consumptions [23], [24]. The approach has also been applied to develop a comprehensive and 

beneficial demand response model for energy pricing [18]: a retail energy provider exploits Q-

learning to define the optimal real time pricing considering different aspects such as price caps 

and customer responses. The Q-learning method can be coupled with other approaches, e.g., 

leading to genetic-based fuzzy Q-learning [25] and Metropolis Criterion-based fuzzy Q-learning 

[26] for intelligent energy management. 

In the work here presented, we extend the framework of reinforcement learning to multi-criteria 

decision-making on medium-term (2 steps-ahead) scenarios. The medium-term planning allows 

identifying appropriate subsequent charging and discharging actions for specific scenarios, by 

reducing the uncertainties related to forecasting errors, and identifying optimal actions for long-

term planning. To test the optimization framework, a range of assumptions are made: 

• The time step for the energy system optimization is set to be one hour.  
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• The selection of the individual components models was guided by the need to keep these 

models simple, but physically meaningful, in order to test the performance of the 

reinforcement learning algorithm. In this view, we do not account for power losses over 

time t, and neither consider the charging and discharging efficiencies in the model of the 

battery storage.   

• The number of discretization states of the stochastic variables relevant to the problem is 

relatively small but sufficient for not losing major trends. This is to obtain a 

computationally tractable model for testing the reinforcement learning algorithm and 

analyse its sensitivity with respect to some of the main parameters.  

The rest of the paper is organized as follows. Section 2 presents the modelling framework, gives 

the details of the simulation model of the wind power generator, accounting for wind speed 

stochasticity and random mechanical failures, and illustrates the models of the other physical 

components constituting the microgrid. Section 3 provides the detailed framework of consumer 

energy management with reinforcement learning. The sensitivity analysis to the learning 

parameters is presented in details in Section 4. In Section 5, the simulation results on the 

available wind power output and the performance of the microgrid system are presented and 

analysed. Section 6 provides the analysis and recommendations regarding the Q-learning 

optimization framework in comparison with other energy optimization approached. The last 

section draws general conclusions and suggests possible improvements to learning efficiency and 

extensions of the modelling framework. 

2. THE MODEL OF THE MICROGRID AND ITS PHYSICAL 
COMPONENTS 

Strategies for renewable sources integration can be driven by diverse criteria and constraints, 

such as regulatory and economic mechanisms, topology and technical constraints of electricity 

grids, and diversity and flexibility of generation portfolio [27], [28]. We focus on a simple urban 

microgrid involving a consumer with inelastic load ��, a transformer, providing electricity power 

from the external grid as well as information about the electricity market price ��, a renewable 

generator with available power output ����  and a storage facility with a level of battery charge 

��. The subscript t is used to indicate time. The architecture of the considered microgrid is 
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shown in Figure 1. The consumer has the possibility to control the storage and renewable 

generator, and thus, can decide to purchase all electricity from the external grid or cover partly 

its demand by using the electricity produced by the local renewable generator. For this, the 

consumer can store electricity when the renewable resource is available and discharge the 

storage when needed. The model is kept purposely simple, but sufficiently comprehensive in the 

properties relevant to the study of the reinforcement learning paradigm in the context of interest. 

Figure 1. Architecture of the considered microgrid.

We adopt an agent-based modelling framework to implement the decision-making heuristics, 

learning rules and adaptive processes of interactions with the environment [29]. Specifically, the 

consumer is presented in the form of an individual agent who evolves by interacting with the 

influencing variables of the environment - the available wind power output ����, the load �� and 

the level of battery charge ��. The actions linked to these interactions are driven by the particular 

goals of the consumer and are implemented in the form of battery scheduling, following a 

process of reinforcement learning presented in details in Section 3. By so doing, we implement 

intelligence directly into the consumer’s behaviour, so that he can decide and act in its own 

interests without implication of additional management actors, such as the facilitator used for 

energy management in electricity grids with multiple distributed generations [20]. 

The external grid imposes technical constraints to the microgrid, such as voltage and current 

limits of the network, and sets the market electricity price ��. The former are the technical 
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requirements for ensuring the reliable and optimal management of the power flow inside the grid 

[30]. For simplicity, in this paper we consider no losses and no technical constraints on the lines 

and generators capacities. The electricity price is assumed to be constant and equal to one $ per 

Wh for all time step intervals.  

The rest of this section presents in detail the models of the wind generator, the load and the 

battery storage.  

2.1. Model of the wind generator  

The amount of electricity output ���� from the wind generator depends on the availability of the 

wind source and the random mechanical failures of the wind generator components [31], [32]. In 

this paper, we adopt a Markov chain modelling framework to describe the dynamics of stochastic 

transition among different levels of wind speed conditions and mechanical states (Figure 2). This 

approach is used to model natural processes, including synthetic generation of hourly wind speed 

time series [33], [34]. Research on wind generator modelling shows the necessity for an adequate 

discretization of the wind speed, with a small discrete state width of few m/s [35], [36]. We set 

this width to 3 m/s, which results in an adequate resolution for the planning of the battery 

scheduling.  

The transition rates (Table 1) are calculated based on the principle of frequency balance between 

any two states, presented in [37]. As input data for the transition rates calculation, the wind speed 

data with one hour time step from [38] is used. The site for wind speed data is representative of 

an urban location equipped with a wind generator of capacity factor of about 13%, i.e. the ratio 

between the actual wind power output and the potential wind power output if the wind turbine 

operates constantly at its nominal capacity. 

Table 1. Transition rates between wind speed states.

Transition rates between wind speed states (occurrence per year) ��
� : ;<;= ��
> : ?;@@ �>
A : ;=BC��
� : ;D@D �>
� : ?EB; �A
> : ??<@�A
F : ;GBB �F
H : ;?G=�F
A : ?G?C �H
F : ?;@;
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The correlation between the wind speed and the mechanical states of the wind turbine has been 

discussed and studied in various references [37], [39–42]. Analyses based on real data collected 

from installed wind turbines show increased number of failure occurrences and severity during 

the phase which precedes the cut-off of the wind turbine. To take this phenomenon into account, 

the Markov chain relates the mechanical states to normal and extreme levels of wind speed 

(Figure 2). The states 1 – 5 represent normal wind speed conditions for the generator operation 

(up), with only potential minor damages occurring to the equipment at rate � represented by 

transitions to the down states 7 - 11. State 6 (up) describes extreme wind speed operational 

conditions (before the cut-off), which can lead to minor or severe damage of the wind turbine 

(down state 12) occurring at a failure rate �’ higher than the one for normal operational 

conditions (�’ > �). Therefore, states 1 – 6 represent the working conditions (up) of wind 

generator and states 7 – 12 represent the failure states (down). We consider that after a repair, the 

wind turbine resets to its operation at one of the reachable states of wind speed 1 – 6 in an “as 

good as new” mechanical state [43]. 

Figure 2. Markov chain model for wind generation.

The failure and repair transition rates in normal and extreme wind conditions are presented in 

Table 2, taken from [37]. The Mean Time to Failure (MTTF) and Mean Time to Repair (MTTR) 

for normal wind speed conditions are 2183 and 97 h, respectively. The Mean Time to Failure 

(MTTF) and Mean Time to Repair (MTTR) for the extreme wind speed conditions are 364 and 

364 h, respectively. It is seen that during normal wind speed conditions, failures occur relatively 

rarely and cause minor damage to the wind generator, which can be repaired in relatively short 
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time (97 h). During extreme wind conditions, the wind generator suffers additional stress, which 

gives a shorter MTTF and failures requiring longer time for repair (364 h). Finally, we note that 

the values of Table 2 are comparable with those of other references (e.g., [44]). 

Table 2. Failure and repair rates of wind turbine.

Transition rates (occ./year) Wind speed conditions 
Normal Extreme 

To failure 4 24 
To repair 90 24 

2.2. Model of load 

To simulate the load of the consumer, a top-down approach based on available statistical 

collections of electricity consumption has been used [45]: 

�� : ���� I ����� I ����� I ����� (1) 

where ����� is the hourly peak defined for working days and weekends (%), ����� and �����  are 

the daily and weekly peaks of power demand (%) and ���� is the maximum hourly peak of 

power demand over a year (Wh).  

2.3. Model of battery storage 

A simplified model of battery storage dynamics is adopted by implementing a discrete time 

system for the power flow dynamics over the time step interval �� : 

�� : ���� J ������
����� K ������
�������� (2) 

where �� and ���� are the levels of the energy stored in the battery at time t and t-1 (Wh),  

������
�������� and ������
����� are the power flows over time step interval �� between battery 

and consumer and wind generator and battery (Wh), respectively. 

3. MODELLING OF THE CONSUMER AGENT 

As introduced in Section 2, the consumer is modelled as an individual agent who makes use of 

particular heuristics for its decision-making, action-taking and adaptation to external conditions. 
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This section presents the reinforcement learning algorithm used by the consumer to interact, 

adapt and take decisions towards its goals defined in the form of reward functions, and taking 

into account a dynamically changing environment characterized by the available wind power 

output ����, the load �� and the level of battery charge ��. The section starts with a general 

introduction to the framework of reinforcement learning algorithm and continues with detailed 

descriptions of particular features and parameters of the algorithm specifically developed.  

3.1. Reinforcement learning algorithm 

The reinforcement learning algorithm is used here to model the consumer’s adaptation to a 

dynamically changing environment by performing actions of battery scheduling. The synthetized 

form of the algorithm is presented below:  

1.  Initialize to 0 the Q-values of all possible actions sequences for each scenario and set 

time t=0. 

2.  a) For time t, identify the values of load �� and available wind power output ��LM, and 

make the forecast of available wind power output ����LM, ����LM and load ����, ����  for 2 

steps-ahead. Identify !"#$%�&'�( N: ���� O ����� O �����  , the forecasted states of wind 

conditions for the local generation, simulated with the Markov chain model. 

b) Based on identified !"#$%�&'�(  and battery charge �� at time step t, define all possible 

actions sequences of battery scheduling for 2 steps ahead. 

c) Apply the policy for selection of sequence of actions.  

d) Perform the selected sequence +�, under real system conditions, simulated using the 

Markov chain model for real wind conditions. Update the value of the sequence 

performed.  

3.  Move to time step t+3; repeat step 2. 

The description of specific learning features in the algorithm, such as the Q-values and 

!"#$%�&'�( , is presented in details in the next subsections. Note that the uncertainty in load is not 

accounted here, as the consumer is assumed to hold a perfect knowledge about its own 

consumption. 
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The diagram of the algorithm and simulation scheme for forecasted and real wind speed 

conditions is presented in Figure 3.  

a) 

b) 

Figure 3. The reinforcement learning algorithm: a) Structure of the battery scheduling 

�������	
������
����������	�
������������������������������������������������
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As it can be seen from Figure 3, forecasted and real wind speed state evolutions are modelled 

with two identical Markov chain models. The first Markov chain model generates the forecasts 

of wind speed conditions, which are used to identify the 2 steps-ahead scenario and select the 

actions sequence for battery scheduling. The second Markov chain models real wind speed 

conditions, starting from the same state as the forecasted conditions, under which the selected 

actions sequence will be performed. Note that the noise in the forecasted wind power output for 

2 steps-ahead is automatically accounted for by the stochasticity of the Markov chain model.  

3.2. Definition of scenarios and actions for battery scheduling  

Available wind power output and consumer load are the two variables defining the dynamic 

environment of the consumer. The values of these two variables at time step t define the system 

state ��� : ���O ��LM . The actual (initial) states at time t and the future states at the next two time 

steps t+1 and t+2 define the generic !"#$%�&'�( : ���� O ����� O �����  , where i, n, p are indexes of 

system states and l is the scenario index. Furthermore, the level of battery charge �� at time step t

for !"#$%�&'�(  must also be considered.  

Note that the number of possible scenarios grows exponentially with the number of time steps in 

the generic scenario. The consideration of a 2 steps-ahead scenario represents a good trade-off 

between the appropriate representation of the dynamics and the computational tractability of the 

model. Indeed, the ‘profit’ from the battery scheduling process increases with the extension of 

the forecasting and planning horizons, which allows to identify the appropriate subsequent 

charging and discharging actions; however, the increase of this horizon entails the increase of 

uncertainties related to forecasting errors and difficulties to identify the appropriate subsequent 

actions for the long-term planning. Then for tractability reasons, the duration of scenarios is 

limited to 2 steps-ahead. 

At time step t, the decision must be made about the actions to take at times t, t+1 and t+2. The 2 

steps-ahead sequence of three actions decided at time t for battery scheduling in the scenario is 

denoted as +�, : �%�
 %���
 %��� . At each time step t, action %� can assume ‘values’ %� : %) or 

%� : %�, where action %) corresponds to covering part of the consumer electricity demand by 

discharging the battery, whereas action %� consists in purchasing all the electricity demanded by 
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the consumer from the external grid while charging the battery. In this view, two options for 

action %�, two for %��� and two for %��� provide the total of possible sequences of actions for 

each scenario, which is equal to eight. Figure 4 illustrates the possible sequences of actions for 

battery scheduling starting by the state �> defined using a decision tree diagram by considering 

four possible states of a battery charge �� : ��)
 ��
 ��
 �>
 �A
 �F
 �H  at time t, where �) and 

�H are respectively the minimum and maximum possible levels of battery charge. 

Note that the battery scheduling is a continuous process, where the final level of battery charge ���� for one scenario becomes the initial level of battery charge �� for the subsequent scenario 

and so on. 

Figure 4. Tree diagram for battery scheduling.

It is important to underline that for the research presented in this paper only the possibility to 

charge the battery from the wind turbine is considered. However, in practice the battery can be 

charged also by purchasing the electricity from the external grid during the periods of low 

electricity price, while the electricity produced by the wind turbine can be injected to the grid in 

exchange of remuneration (periods of high electricity price). However, since in this paper the 

electricity price is assumed to be constant, we focus on the development of the learning 
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algorithm for the efficient management of the microgrid through the coupling battery – wind 

turbine.  

3.3. Reward functions and actions for battery scheduling 

The derivation of the consumer optimal battery scheduling within 2 steps-ahead scenarios is 

based on reinforcement learning. This is a process of action-reward dynamics, driven by 

quantitative performance indicators which evaluate the action or sequence of actions undertaken 

and feedback the value to adjust future scheduling decisions [21]. 

For the considered case, the consumer strategy is driven by the optimization of a numerical 

reward, which quantifies two goals or decision-making criteria. These are: i) increasing the 

utilization rate of the battery during high electricity demand (so as to decrease the electricity 

purchase from the external grid) and ii) increasing the utilization rate of the wind turbine for 

local use (so as to increase the consumer independence from the external grid). The optimization 

of the numerical reward is achieved through the choice of the actions %) and %� of battery 

scheduling. Since the battery cannot be charged and discharged at the same time, only one of 

these actions can be selected and performed at any time step t: this makes the two criteria 

conflicting and for this reason, the consumer aims at increasing its performance by selecting an 

optimal sequence of actions for a 2-steps ahead time period.  

The reward function from the undertaken actions is defined as follows:  

-�.%�/ :
PQR
QS����

�� 3�� K ������
��������4
NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN&-N%� : %)
0 I .N���� K ������
�����/
NNNNNNNNNNNNNNNNNNNNNNNNNNNN&-N%� : %�NTN���� U EE
NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN&-N%� : %�NTN���� : E

(3) 

where 0 is a weight coefficient for the reward function -�.%�/ when %� : %�, ������
�������� and 

������
����� are the amounts of electricity (Wh) that the battery is capable of discharging and 

charging during one hour, respectively.  Observe that by increasing the value of the weight 

coefficient 0 the value of reward obtained after action %� increases in comparison with the 

reward obtained after action %), which makes action %� more likely to be performed. The 

detailed analysis of the influence of the weight 0 is given in Subsection 4.1. For equally 
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weighted reward functions (0 : ;), both reward functions can vary in the same range of values 

between 0 and 5500. 

As indicated previously, the successful scheduling of the battery, and thus the increase of the 

microgrid performance with respect to the consumer goals, is done by considering 2 steps-ahead 

scenarios, by forecasting the load and the available wind power output in 2 time steps ahead. 

This information is used to select the optimal sequence of actions +�, for the entire scenario, then 

performed to maximize the set of reward functions calculated by eq. (3).  

Note that if action %� is taken and reward function -�.%�/ is calculated by taking into account 

only one time step, undesired situations may occur. For example, the selection of action %) to 

discharge the battery, instead of action %� to charge the battery, seems optimal in case of high 

electricity demand and low wind power output at time step t. However, this discharging action at 

time step t deprives the available charge of the battery and does not allow to use it at the next 

time steps t+1 and t+2, when wind power output may be unavailable. This is avoided if actions 

are planned with 2 steps-ahead scenarios, and this is the reason why we consider such planning 

horizon. 

In this view, the aim of the algorithm is to maximize not only the immediate reward at the 

current time t by means of action %�, but also the rewards of the future states at time steps t+1

and t+2 by means of the sequence of actions +�,. To allow this, the total discounted truncated 

reward �.!"#$%�&'�( 
 +�,/ from future actions is calculated as [46]: 

�3!"#$%�&'�( 
 +�,4 : 1) I -�.%�/ J 1� I -���.%���/ J 1� I -���.%���/ (4) 

where -�.%�/, -���.%���/ and -���.%���/ are the reward functions from the actions %�, %��� and 

%��� undertaken at time steps t, t+1 and t+2, respectively. The most common method to ‘weigh’ 

values of reward functions at time step t is by using the power law, where 1 represents the 

discounted factor taking values within the range of [0,1] and the exponent of 1 corresponds to 

the number of time steps in the !"#$%�&'�( . The action %�, undertaken at time t, is considered to 

be more important, and thus, more valuable with reward function -�.%�/ taken with maximum 

weight. Every subsequent reward function in the !"#$%�&'�(  has smaller weight than the 

precedent, so that the algorithm is able to determine the present values of the future reward 
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functions. Observe that if 1 is equal to zero, only the reward function -�.%�/ is accounted for in 

the total truncated reward �3!"#$%�&'�( 
 +�,4; while if 1 is slightly less than one, the total 

truncated reward will take into account the values of the future reward functions. Following the 

practice of [46], the discounted rate is here considered to take a value slightly less than one, 

specifically 1 : EV=. Still, observe that this method allows the calculation of the total truncated 

reward, prioritizing the reward function obtained from the first action %�, which is more robust 

because less affected by the possible forecasting errors.  

3.4. Evaluation of actions for battery scheduling  

In this paper, to obtain the optimal actions for battery scheduling, we adopt the Q-learning 

algorithm for which the reward �.!"#$%�&'�( 
 +�,/, calculated with eq. 5, is used to iteratively 

update the value Q of the sequence of actions +�, at the p-th occurrence of the !"#$%�&'�(  [21]: 

23!"#$%�&'�( 
 +�,4� : 23!"#$%�&'�( 
 +�,4��� J 5 W�3!"#$%�&'�( 
 +�,4� K 23!"#$%�&'�( 
 +�,4���X (5) 

where 5 is the learning rate whose value is between 0 and 1. The influence of the learning rate 

coefficient on the learning process is discussed in Subsection 4.3. By using this approach, the Q-

value of each sequence of actions for a scenario will be automatically updated by eq. (5) until it 

converges to its maximum Q*-value. For a particular scenario, the sequence of actions holding 

the highest Q*-value among other sequences of actions will be the optimal sequence for that 

scenario.  

The identification of Q*-values is done by the following procedure of sequence selection: 

• The algorithm starts by setting all Q-values of possible sequences of actions equal to 

zero.  

• When the !"#$%�&'�(  occurs, a sequence of actions is selected randomly, actions are 

performed and its associated Q-value is calculated.  

• The random selection of sequence of actions for the !"#$%�&'�( continues until all Q-

values converge to maximum Q*-values. The durations of this convergence step, called 

burn in period 67������89 , is measured by the number of occurrences of the same 

!"#$%�&'�(  and is discussed in Subsection 4.3.  
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• After the Q*-values for all possible sequences of actions for !"#$%�&'�(  are identified, the 

sequence of actions with highest Q*-value is performed at the future occurrences of 

!"#$%�&'�( .  
The sequence selection and updating of Q-values procedures are applied identically for all 

scenarios. Obviously, the sequence of actions with highest Q*-value will be identified faster for 

frequently occurred scenarios than for rarely repeated scenarios, whose sequence of actions will 

be mostly selected at random. Then, the learning efficiency is highly dependent on the rate of 

occurrence of the possible different scenarios. This aspect is treated in Subsection 5.2. 

Note that if the real environmental conditions do not allow performing the planned optimal 

sequence, for example because of unavailability of wind, a penalty could be applied to the 

reward to strengthen the learning. However, in this work we focus on planning errors due to 

inefficiency of the forecasting model, so that incorrect actions are not penalized.  

4. SENSITIVITY ANALYSIS OF LEARNING PARAMETERS 

To understand the role of the learning parameters, i.e. the weight coefficient 0, the discounted 

rate 1 and the learning rate 5 and set their values, a crude sensitivity analysis is performed on 

two case study scenarios, whose characteristics are reported in Table 3. The choice of the two 

scenarios has been made with the goal of representing two opposite situations: Scenario 1 is 

characterized by low wind power output and medium and high values of load, whereas Scenario 

2 is characterized by high wind power output and low load. The initial charge of the battery at 

time t is 3000 W in both cases. Based on values of forecasted wind power output at time steps t, 

t+1 and t+2 and on the initial battery charge at time t, eight sequences of actions for battery 

scheduling are possible for these scenarios. 
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Table 3. Case study scenarios for sensitivity analysis.

Scenario 1 with initial battery charge �� : BEEENYZ
Parameters 

Time steps 

t t+1 t+2 

Wind power output (����/
Yh 1200 1200 1200 

Load (��/
YZ 4400 5200 5200 

Scenario 2 with initial battery charge �� : BEEENYZ
Parameters 

Time steps 

t t+1 t+2 

Wind power output (����/
YZ 6000 4800 4800 

Load (��/
YZ 2800 2800 2800 

Possible sequences of actions �%� 
 %���
 %��� 

%) %) %)%) %) %�%) %� %)%) %� %�%�
� %)

� %)%�
� %) %�%�
� %� %)%�
� %�

� %�
�

In the following subsections, the influence of the learning parameters 0, 1 and 5 on the 

reinforcement learning algorithm is analysed.  

4.1. Weight coefficient k of the reward function -�.%�/
4.1.1. Possible values of the weight 0  

At each time step t, the consumer makes a choice between actions %) and %� by considering the 

respective reward function values -�.%)/ and -�.%�/ and the optimization goals of discharging 

the electricity from the battery during periods of high load and charging it during periods of 

available wind power output (cf. Subsection 3.2). Considering this, the possible scenarios can be 

divided into three groups, depending on which of the following conditions is met:  

• -�.%)/ NU -�.%�/, for the states of high loads and low wind power outputs, so as to 

increase the utilization rate of the battery during high electricity demand; 

• -�.%)/ N[ -�.%�/, for the states of low loads and high wind power outputs, so as to 

increase the utilization rate of the wind turbine; 

• -�.%)/ : -�.%�/, for particular states where both actions %) and %� are equally valuable. 
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The competition between -�.%)/ and -�.%�/ depends on the weight coefficient 0 applied to -�. 

Figure 5 shows the values of reward functions -�.%)/, grey-coloured surface, and -�.%�/, white-

coloured surface, in the three dimensional coordinate system defined by the following axes: load 

(Wh), wind power output (Wh) and value of reward function. The three-dimensional plots of  -�.%)/ and -�.%�/ are drawn using eq. (3) for different discretized values of load and wind power 

output.  Such representation of the reward function for different levels of load and wind power 

output gives a comprehensive illustration of the preferences between actions %) and %� for 

different states depending on the weight coefficient 0.  

For this paper, three values of the weight coefficient were considered in representation of 

different preference situations, as explained below:  

• 0 : ;, which weighs equally -� N.%)/ and -�.%�/ and, thus, prioritizes the use of the wind 

turbine during the three states (round points in Figure 5 a) corresponding to maximum 

wind power output and minimum load. 

• 0 : \?��)) ]8̂ 8_ 
NNNNNNNNNNNNNNN&-N���� U ENE
NNNNNNNNNNNNNNNNNNNNNNNNNNN&-N���� : E NNNNN which weighs differently depending on the 

available wind power output and, thus, prioritizes the use of the wind turbine during 

particular states of the wind power output and load (round points in Figure 5 b);  

• 0 : G which overweighs -�.%�/ and, thus, leads to charging the battery at all times t of 

available wind power output (Figure 5 c). 
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a)

b)
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c)

Figure 5. -�.%)/ and -�.%�/ as functions of load �� and wind power output ���� for different 

weight coefficient values: a) 0 : ;; b) 0 : ?��)) ]8̂ 8_
; c) 0 : G. 

As it can be seen from Figure 5, the intersection of the two surfaces -�.%)/ and -�.%�/ falls 

outside the grey points representing the system states: this indicates that for the considered data 

and scenarios, the selected weight values cannot lead to the case -�.%)/ : -�.%�/. 

4.1.2. Influence of the weight ` on the optimal sequence of actions 

As expected, the value of the weight coefficient k influences the calculations of the final Q*-

values. A large k increases the value of the reward function -�.%�/ from action %�, leading to the 

fact that the sequences containing actions %� hold the highest Q*-values. Then, the optimality of 

the action sequences based on the highest Q*-value, leads to performing sequences where actions %� are dominantly present. On the contrary, low k values favour actions %), and this is reflected 

in the calculation of the Q*-values which are highest for the sequences containing actions %). 
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Table 4 shows the optimal action sequences of highest Q*-values, for the two case study 

scenarios of Table 3 and the three different values of the weight coefficient k. The discounted 

rate 1 and 5 are taken equal to 0.8 and 0.6, respectively.  

Table 4. Optimal action sequences for case study Scenarios 1 and 2, and the three different 

weight coefficient values.

Value of weight coefficient k Scenario 1 Scenario 2 

1 [%),%),%)] [%�,%�,%�] 

?��)) abcb_ [%),%),%)] [%�,%�,%�] 

6 [%�,%�,%�] [%�,%�,%�] 

It is seen that using a weight coefficient k = 1 favours the discharge of the battery through the 

sequence of actions [%),%),%)] for the Scenario 1 of high load and low wind power output, 

whereas the sequence of action [%�,%�,%�] is optimal for Scenario 2 of high wind power output 

and low load. As for the case of k = 1, also the variable weight coefficient 0 : ?��)) ]8̂ 8_
 leads to 

the same two optimal action sequences for the two scenarios.  

On the contrary, the large value of the weight coefficient k = 6 leads to the same optimal 

sequence of actions [%�,%�,%�] for the two scenarios.  

Based on the findings of the crude sensitivity analysis, the following guidelines can be provided 

for the choice of the value of the weight coefficient k in our case. On the one hand, the situation 

of zero wind speed is relevant in an urban area, such as the assumed location for our microgrid; 

on the other hand, the information about availability of wind becomes less reliable for scenarios 

that go beyond 2 steps ahead in the future. Then, if we were to take a value of the weight 

coefficient 0 : ; or 0 : ?��)) ]8̂ 8_
 the following situation would occur for case study Scenario 

1: the sequence of actions [%),%),%)] is selected and the battery is discharged even in presence of 

sufficient wind power output (Table 4); this sequence of actions is indeed profitable for the 

particular case study scenario, but it does not take into account the potential absence of wind of 

the subsequent scenario. For long term benefits, it is, then, more reasonable to take a large value 

of the weight coefficient (k = 6), to favour action %� and, thus, profit from all available wind 

power output to maintain the charge in the battery.  
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4.2. Discounted rate 1
The discounted rate 1 contributes to determining the values of future reward functions using eq. 

(3). Therefore, it plays an important role in the calculation of Q*-values and the consequent 

definition of the optimal sequence of actions. The sequences of actions holding highest Q*-

values for on different values of 1 and k = 6, 5 : EVG are shown in Table 5. The optimal 

sequence turns out to be the same for the two considered scenarios. 

Table 5. Sequences of actions with highest Q*-value depending on different values of discounted 

rate.

Value of discounted rate 1 Scenario 1 / Scenario 2 

0 [%�,%�,%�], [%�,%�,%)], [%�,%),%�], [%�,%),%)]  

0.2 [%�,%�,%�] 

0.4 [%�,%�,%�] 

0.6 [%�,%�,%�] 

0.8 [%�,%�,%�] 

1 [%�,%�,%�] 

As it can be observed, the sequence of actions [%�,%�,%�] holds the highest Q*-value for all 

values of the discounted rate. For discounted rate 1 : E, values of actions undertaken at time 

steps t+1 and t+2 are neglected and only the first action at time step t is valuable; in other words 

for 1 : E, the sequences of actions [%�,%�,%�], [%�,%�,%)], [%�,%),%�] and [%�,%),%)]  are all 

equally valuable. Furthermore, 1 values in the range 0.2 - 1 do not influence the sequence of 

actions with highest Q*-value. Based on this, and as anticipated earlier, following the practice of 

[42] the discounted rate 1 is taken equal to a value slightly less than one, i.e. 1 : EV=. 

4.3. Learning rate d
The value of the learning rate 5 influences the speed of convergence to Q*-values but not to the 

final highest Q*-values. Figure 6 illustrates the convergence of action sequence [%�,%�,%�] for 

Scenario 1 for different values of the learning rate 5 : �EV?
 EV<
 EVG
 EV=
; . The convergence is 

calculated analytically by using eq. (5). The values of 1 and 0 are 0.8 and 6, respectively. Similar 

convergence behaviour is observed for the other action sequences. 
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From Figure 6, it can be observed that a higher value of 5 leads to updating 23!"#$%�&'�( 
 +�,4�
to a higher value after the occurrence of !"#$%�&'�(, so that the convergence to Q*-values is 

more rapid. A value of 5 close to zero reduces the update of the Q-values, and, thus, slows down 

convergence. On the other hand, the use of a low value of the learning rate is justified in some 

cases, especially because it modulates new coming rewards that must be considered with 

precaution. In our case, the value of the learning rate has been set to 5 : ;.  

Figure 6. Convergence of Q-values of sequences of actions [%�,%�,%�] depending on different 

learning rates 5. 

It seems important to recall that each scenario allows performing up to five possible sequences of 

actions, while the updating process is done only for one specific sequence of actions for the 

scenario of occurrence. Thus, the real duration of the burn-in period 67������89  for defining the 

Q*-values on randomly selected sequences is longer than the burn-in period calculated 

analytically. Indeed, convergence to the maximum Q*-values of all sequences of actions is 

obtained already after 11 occurrences of the case study scenarios. Based on these findings, we set 

the duration of the burn-in period for each scenario to 67������89 : ;G occurrences of the same 

scenario: then, the sequence of actions holding the highest Q*-value for a given scenario will be 

performed every time that scenario occurs. 
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5. SIMULATION RESULTS AND ANALYSIS 

This section summarizes the simulation results obtained with the reinforcement learning 

algorithm and the framework defined through the sensitivity analysis, illustrated in the previous 

section. For computational tractability, the values of the wind power output ��, load �� and 

energy level in the battey �� are discretized in six equally sized states, as anticipated.  

The power output from the wind generator is calculated from the wind speed states 1 – 6 of the 

Markov chain (Figure 2), assuming linear relationship [47]: 

���� :
PQ
R
QS E
NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN&-Ne [ e��
�� I 3e� K e��4.e� K e��/ I ��
NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN&-Ne�� f e [ e��� I ��
NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN&-Ne� f e [ e��E
NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN&-Ne U e��

(6) 

where e� is the working wind speed (m/s) at time step t of 1 hour, e��, e� and e�� are the cut-in, 

rated and cut-off wind speeds (m/s), respectively, and �� is the rated power of the wind turbine 

(W). 

We have assumed the wind power output to be proportional to the rated power of the wind 

generator as done in other research [47–49]. We are aware that this does not allow taking into 

account the nonlinearities of the wind power output, especially near cut-in and cut-off wind 

speeds. However, for the purpose of our work we think that this approximation is sufficient, 

although other functional dependencies (e.g., quadratic or cubic) between power output and wind 

speed can be used. In the case of a non-linear function, the discretization intervals between 

possible wind power outputs will not be equal. 

The specifications of the wind turbine considered for the simulation are summarized in Table 6. 

Table 6. Parameters of the wind turbine.

Parameters �� e�� e� e��
Values 6000 W 3 m/s 12 m/s 20 m/s 

Wind power output over time step interval �� is, then, [0, 1200, 2400, 3600, 4800, 6000] Wh, 

depending on the wind speed state. By considering the annual hourly peak and minimum loads as 

6000 Wh and 2000 Wh, respectively, over time step interval �� the load is also discretized into 

[2000, 2800, 3600, 4400, 5200, 6000] Wh. The amounts of power flowing between the battery 
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and the consumer ������
�������� and between the wind generator and the battery ������
�����
over time step interval ��, are considered to be constant for each time t and equal to 1000 Wh. In 

addition, no performance degradations or losses are considered and the simultaneous charging 

and discharging of the battery is not allowed. By assuming the maximum capacity of the battery 

to be 6000 Wh, the discretization states of the energy level in the battery are [0, 1000, 2000, 

3000, 4000, 5000, 6000] Wh.  

Subsection 5.1 presents the results of the available wind power output obtained with the Markov 

chain model of Subsection 2.1 and provides a comparison with results obtained analytically. 

Subsection 5.2 discusses the efficiency of the reinforcement learning algorithm. The 40 years 

simulation run is used to train the reinforcement learning algorithm. Once the algorithm is 

trained, and thus capable of identifying the optimal sequence of actions for most occurred 

scenarios, it can be used by the consumer to identify the optimal strategy for the battery 

scheduling on a daily basis. The training evolution is followed through the improvement of the 

performance indicators V0, V1 and E introduced in Subsection 5.3. The daily simulation of the 

battery scheduling process with the trained algorithm is presented and the performance of the 

trained algorithm is analysed. All numerical results presented in this section were obtained with 

the values of the parameters set as a result of the sensitivity analysis performed in Section 4. 

5.1. Available wind power output 

This subsection presents the results of wind power output calculated with the Markov chain 

model presented in Subsection 2.1. The probabilities of different states of wind power output are 

compared with analysed results. The duration of the simulation is 40 years. An example of curve 

of yearly cumulated available wind power output obtained with the Markov chain model is 

presented in Figure 7.  
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Figure 7. Cumulated annual available wind power output.

The 6 state probabilities of numerical wind power output compare well with the analytical values 

obtained solving the Markov chain model by the method of eigen-vectors (Figure 8) [50].  

Figure 8. Probability of wind output states.

5.2. Analysis of the efficiency of the reinforcement learning algorithm 

As described in Section 3, the learning process is achieved through the selection of sequences of 

actions for 2 steps-ahead scenarios. Firstly, the continuous repetition of similar scenarios with 

random selection of sequence of actions allows to define the maximum Q*-values of all 
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sequences. Secondly, the selection of a high-valued sequence of actions allows to perform the 

sequence of actions for battery scheduling most adapted to each scenario. However, the repeated 

occurrence of similar scenarios, for the definition of the maximum Q*-value, is considerably 

affected by the stochasticity of the wind power output ��LM. In other words, the efficiency of the 

learning process depends on the rate of occurrence of similar scenarios.  

The purpose of this subsection is to illustrate and discuss the efficiency of the reinforcement 

learning algorithm. The learning trend is analysed by observing the increase of the occurrence 

rate of new scenarios and scenarios with more than 16 repetitions. Figure 9 illustrates the rate of 

first occurrence of new scenarios and of ‘frequent’ scenarios with more than 16 repetitions 

during each year. On the one hand, Figure 9 shows the fast decrease of the occurrence of new 

scenarios during the simulation. After 10 years, the proportion of new scenarios represents less 

than 1.5% of the total number of scenarios occurred annually. The number of scenarios with 

more than 16 occurrences rises to 87% in the last year of simulation: this large number of 

scenarios occurrences (16) allows identifying the action sequences of highest Q*-value for 

battery scheduling.  

Figure 9. Trend of new scenarios occurrence and scenarios with more than 16 occurrence 

repetitions. 
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On the other hand, Figure 10 shows that the number of scenarios with low occurrences remains 

high throughout the simulation. For the ‘rare’ scenarios as optimal Q*-valued action sequence 

may not be identified, which could limit the performance of the reinforcement learning 

algorithm.  

Figure 10. Classification of scenarios by the number of their occurrences. 

5.3. Evaluation of the microgrid performance 

The microgrid performance depends on the efficiency of the reinforcement learning algorithm. 

Usually the performance of the learning algorithm is analysed by representing the evolution of 

the Q-values of the actions [24], like in Subsection 4.3 (Figure 6), or the reward or penalty 

functions [23], [51]. It can be also evaluated by looking at the convergence of the relative 

percentage difference between the value of the optimization parameter, such as price, selected 

for time step interval �� and its best value over the time period of analysis [18]. The performance 

is also illustrated by plotting the evolution of the values of other system parameters, such as price 

[18], [26], power [24] etc. 

In this paper, three indicators g), g� and h are used to analyse the performance of the microgrid 

managed with the reinforcement learning:  
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g) : i ������
��������
i�� (7) 

g� : i ������
�����
i���� (8) 

h : jk�� K k������
��������l I �� (9) 

where �� is assumed constant and equal to one price unit per W for all time step intervals.  

The increase of the utilization of electricity from the battery is estimated by g), which is defined 

as the ratio of the cumulative power used from the battery to the yearly cumulative load (eq. (7)). 

The increase of the utilization rate of the wind turbine is evaluated by g�, which is defined as the 

ratio of the yearly cumulative power used from the wind generator to the yearly cumulative 

available wind power output (eq. (8)); obviously, the yearly cumulative power from the wind 

generator is equal to the yearly cumulative power from the battery during the year. Finally, 

parameter h indicates the cumulative annual expenses for the power purchase from the external 

grid (eq. (9)). 

To evaluate the improvements of the performance indicators achieved by the application of the 

reinforcement learning for microgrid management under stochastic wind speed conditions, m� :
50 independent simulation runs are executed. Each of these simulation runs generates a wind 

profile similar to the one depicted in Figure 7. The convergence of g) and g� is evaluated by 

using g)n  and g�n  estimators representing the floating average values of g) and g� through 50 

independent simulation runs: 

g)n : i g),op,q�m� (10) 

g�n : i g�,op,q�m� (11) 

where g), and g�, are the values of the two performance indicators in the j-th simulation run. For 

clarity of illustration, Figure 11 (a, b) shows the convergence of g)n  and g�n  for five randomly 
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selected years. Similar patterns of satisfactory stabilisation of g)n  and g�n  are observed for the 

other simulated years.  

a) 

b) 

Figure 11. Convergence of performance indicators: a) g)n ; b) g�n . 
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To evaluate the performance of the microgrid achieved by reinforcement learning, the average 

values of the performance indicators g)�r, g��r and h�r are calculated for each year from the 

results obtained in the 50 simulation runs. Figure 12 (a, b, c) illustrates the evolution of the 

average values g)�r, g��r and h�r during the 40 years of simulation.  

a) 

b) 
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c) 

Figure 12����������������
��������������������g)�r; b) g��r; c) h�r�
As it can be observed from Figure 12 (a, b), the performance indicators show an increase in 

value. Following from these improvements, Figure 12 c shows the progressive decrease of the 

h�r. This gives the evidence of the continuous improvements brought by the reinforcement 

learning. Table 7 summarizes the improvements of the three performance indicators for two 

different cases. The first is set to favour the use of wind power to charge the battery during all 

times t, by using the weight coefficient 0 : G; the second is set to favour the use of wind power 

only during particular states of wind power and load, by using the variable weight coefficient 

0 : ?��)) ]8̂ 8_
.  

Table 7. Improvement of performance indicators for two different case studies. 

Case study 1. 0 :G Case study 2. 0 :
?��)) ]8̂ 8_

Average improvement of performance 
indicators after convergence 

V0 3.93% 2.72% 
V1 5.37% 0.96% 

E -0.47%(1) -0.26%(1)

(1) Negative improvements indicate a decrease in annual expenses for electricity purchase. 

It is important to highlight that the average improvements in Table 7 are related to the 40-years 

training period of the reinforcement learning algorithm and do not represent the ultimate profit in 

terms of performance indicators which can be achieved by the consumer in the daily operation. 

The training of the learning algorithm is done for the identification of optimal sequences of 
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actions for the different scenarios that may occur: the optimal actions are, then, applied by the 

consumer to perform profitable battery scheduling when the different scenarios occur. 

As it can be seen from the results of Table 7, it is more valuable for the consumer to adopt the 

strategy illustrated by the case study 1 with weight coefficient 0 : G. This conclusion is 

confirmed by Figure 13 (a, b), which represents an example of battery scheduling during one 

random day. The case study with weight coefficient 0 : G, allows profiting from the available 

wind power output to increase the battery charge, which will, then, be used by the consumer 

during the periods of unavailability of wind power output.  

a) 

b) 

Figure 13��Example of battery scheduling process for a day of operation���������������������

����������� �

Wh 

Wh 

Wh Wh 

Wh Wh Wh 
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Eventually, the trained reinforcement learning algorithm with weight coefficient 0 : G
accomplishes an average improvement of 9.39%, 9.41% and 12.88% for g)�r, g��r and h�r, 

respectively, regarding the case when the consumer does not have precise goals to follow in the 

selection of an optimal sequence of actions. 

6. DISCUSSION 

In this section, we provide a qualitative comparison between the developed reinforcement 

learning algorithm and other optimization approaches. The comparison leads us to conclude that 

the approach proposed in the present work is promising for optimal energy management of a 

microgrid through battery scheduling. Similar to our study, references [52–54] propose different 

methods for the energy management of microgrids with few energy generation sources, loads 

and storage facilities. For instance, a multi-objective optimization by fuzzy logic expert systems 

is presented in [54] and other classical and heuristic algorithms are used in [52], [53]. In these 

works, efforts are made for capturing most physical phenomena that influence the renewable 

power generation [53], [54] and complex optimization objective functions are considered to 

account for several goals including cost of environmental externalities [52]. The optimization 

frameworks developed in these references provide promising results and are capable of handling 

several optimization variables characterizing different generation technologies, loads and storage 

units within the microgrid.  

This paper presents a Q-learning based optimization framework for selecting the optimal set of 

actions under possible scenarios. The original contributions of this paper are: 

• The microgrid energy management is done for the benefit of the consumer, i.e., to 

maximize her or his personal objectives. The consumer is represented as an individual 

intelligent agent equipped with reinforcement learning capabilities that, by a gradual trial-

and-error decision-making process, guide her or him towards optimal long term energy 

management.  

• Contrary to the frameworks in [52], [53], where the optimization algorithms are applied 

to a deterministic power output, the proposed modelling framework is capable of 

accounting for generation uncertainty. For this, two Markov chain models are used to 

capture the differences in the forecasted and the real wind power outputs by describing 
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the dynamics of stochastic transition among different levels of wind speed conditions and 

mechanical states.  

• The optimization framework of reinforcement learning is analysed through a 

comprehensive sensitivity analysis aimed at understanding the role of the learning 

parameters. This analysis allows improving the learning process and, thus, the energy 

management objectives. 

 We should indicate that the purposely simple model presented in this paper is the first 

elementary step to the implementation of a more complete agent-based model of the microgrid, 

in which multiple energy generators and consumers can be represented as individual intelligent 

agents with conflicting energy management objectives and limited access to information.  

In the case study presented, our choice to have one hour sampling time is guided by the need of 

simplifying the models of the individual components. The objective of our work is not to capture 

fluctuations of load, wind power output and power flow of the battery storage within one hour, 

but to catch major trends and test the performance of the reinforcement learning algorithm for 

the long-term energy management. 

The model describing the power flow through the battery does not integrate power losses over 

time t, and the charging and discharging efficiencies depending on the level of the energy stored. 

In our research the choice of the battery model was guided by the need to keep the models of 

individual components simple, but physically meaningful, in order to test the performance of the 

reinforcement learning algorithm.  

In addition, the discretization of relevant stochastic variables was done roughly to keep the 

modelling of the individual components simple enough to allow concentrating on testing the 

performance of the reinforcement learning algorithm and its sensitivity to some main parameters. 

In this view, it was important to reduce the number of states of variables and, therefore the 

number of operational scenarios in order to obtain a model that is computationally treatable, 

especially for the purpose of the sensitivity analysis of Section 4. 

Encouraged by the results of the performance indicators V0, V1 and E, the proposed architecture 

of reinforcement learning can be upscaled to integrate more complete models of individual 
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components with more refined discretization states. Moreover, the time step can be refined to 

take into account short-term fluctuations.  

7. CONCLUSIONS  

We have extended a framework of reinforcement learning for autonomous multi-state and multi-

criteria decision-making in medium-term scenarios of energy storage management in a microgrid 

system. A simulation model has been developed to represent the dynamic interactions between 

the consumer agent and its environment, with a reinforcement learning for reward optimization 

by battery scheduling. Uncertainties in the power available from the wind generator, due to the 

stochastic nature of the wind source and the random mechanical failures of the wind generator 

components, are accounted for. To evaluate the performance of the learning algorithm, three 

indicators have been introduced.  

The results obtained on a case study demonstrate the improvements in the strategy of microgrid 

operation with respect to the defined rewards.  

The proposed framework gives to the intelligent consumer the ability to explore and understand 

the stochastic environment, and reuse this experience for selecting the optimal energy 

management actions.  

Future work will focus on (i) the refinement of the agent-models of the individual components, 

(ii) the improvement of the forecasting and learning capabilities and (iii) the extension to 

multiple agents integrating diverse renewable generators and several intelligent consumers with 

conflicting requirements for electricity supply, limited access to information about the power 

available and limited communication capabilities within the microgrid. 
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ABSTRACT 

A microgrid energy management framework for the optimization of individual objectives of 
microgrid stakeholders is proposed. The framework is exemplified by way of a microgrid that is 
connected to an external grid via a transformer and includes the following players: a middle-size 
train station with integrated photovoltaic power production system, a small energy production 
plant composed of urban wind turbines, and a surrounding district including residences and small 
businesses. The system is described by Agent-Based Modelling (ABM), in which each player is 
modelled as an individual agent aiming at a particular goal, (i) decreasing its expenses for power 
purchase or (ii) increasing its revenues from power selling. The context in which the agents 
operate is uncertain due to the stochasticity of operational and environmental parameters, and the 
technical failures of the renewable power generators. The uncertain operational and 
environmental parameters of the microgrid are quantified in terms of Prediction Intervals (PIs) 
by a Non-dominated Sorting Genetic Algorithm (NSGA-II) – trained Neural Network (NN). 
Under these uncertainties, each agent is seeking for optimal goal-directed actions planning by 
Robust Optimization (RO). The developed framework is shown to lead to an increase in system 
performance, evaluated in terms of typical reliability (adequacy) indicators for energy systems, 
such as Loss of Load Expectation (LOLE) and Loss of Expected Energy (LOEE), in comparison 
with optimal planning based on expected values of the uncertain parameters.  

Keywords: microgrid, agent-based model, uncertain scenarios, system reliability, robust 
optimization, power imbalance. 
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NOMENCLATURE 

�   time step (h), 

�����    passengers flow through TS at time t (number/h), 

��   average solar irradiation at time t (W/m2), 

��   average wind speed at time t (m/s), 

	�
   energy required for inside and outside lighting in the TS at time t (kWh), 

	��
��   energy required for passengers lifting in the TS at time t (kWh), 

	��
�   energy required for electronic equipment in the TS at time t (kWh), 

	���   total hourly required energy in the TS at time t (kWh), 

	��   total hourly required energy in the D at time t (kWh), 

����   available energy output from the PV generators installed in the TS at time 

t (kWh), 

�����   available energy output from the WPP at time t (kWh), 

���� and ���    portions of energy purchased from the external grid by the TS and D, 

respectively (kWh), 

���� and �����   portions of energy sold to the external grid by the TS and WPP, 

respectively (kWh), 

���� and �����  portions of energy sold to the district and generated by the PV panels of 

the TS and WPP, respectively (kWh),

���� and ������    energy levels in the TS battery at time t and t-1 (kWh), 

��� and �����    energy levels in the D battery at time t and t-1 (kWh),

��������  energy portion that the TS battery is capable of charging or discharging 

during time t (kWh),  

�������   energy portion that the D battery is capable of charging or discharging 

during time t (kWh),  
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������ and ����� !�  binary variables which model that the TS battery can either only be 

charged or discharged at time t, 

����� and ���� !�  binary variables which model that the D battery can either only be charged 

or discharged at time t, 

����"�#    the maximum TS battery charge (kWh),  

���"�#   the maximum D battery charge (kWh),  

$   time period considered for the optimization (h), 

%�� and %�   total costs for TS and D, respectively, for time period T (€), 

%���   total revenue for WPP for time period T (€), 

&�� and &��  average hourly costs of purchasing and selling one kWh from the external 

grid, respectively, at time t (€/kWh), 

&��    average hourly cost per kWh from the bilateral contract agreed with D at 

time t (€/kWh),

' and (  coefficients defining the minimum amount of energy to be sold to D by TS 

and WPP, respectively, 

	)��   expected energy demand for D (for the moment, considered without 

uncertainty) at time step t, predicted by TS and WPP (kWh), 

�)��� and �)����  energy portions, which TS and WPP are ready to sell to D at time step t 

(kWh), 

�*����   level of uncertainty in WPP energy output quantified for the robust 

optimization at time t (kWh), 

������+, and ������
, upper and lower prediction bounds of WPP energy output at time t, 

respectively (kWh), 

-   simulation time period composed of Ns time steps of one hour (h), 

LOLE   Loss of Load Expectation characterized the probability of unsatisfied 

electricity demand during - (t/-), 
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LOEE   Loss of Expected Energy quantified the expected amount of energy losses 

during - (kWh/-), 

��   available capacity in the microgrid at time period t (kWh), 

	�   energy demand in the microgrid at time step t (kWh), 

�.�/�� 0 	�1  probability of loss of load at time step t,  

	� 2 ��   energy portion that the system is not able to supply at time step t (kWh), 

������ and ������  portions of energy contracted by the WPP to the external and microgrids, 

respectively (kWh), 

������3 and ������3  actual portions of energy provided by the WPP to the external and 

microgrids, respectively (kWh), 

$���� imbalance cost generated by WPP at time step t (€), 

4�����3 energy imbalance generated by WPP at time step t (kWh), 

&���5 and &���� imbalance prices for positive and negative imbalances, respectively, at 

time step t (€/kWh), 

( performance ratio calculated over a simulation period of Ns hours by 

normalizing the actual revenue of the WPP by the revenue that would be obtained in the case of 

the perfect forecast. 
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1. INTRODUCTION 

Renewable energies are promising solutions to the energetic and environmental challenges of the 

21st century [1], [2]. Their integration into the existing grids generates technical and social 

challenges related to their efficient and secure management. The paradigm to address these 

challenges is the implementation of Smartgrids, which are expected to contribute to energy 

efficiency in decentralized networks by the adequate management of production and 

consumption [3], [4].  

Under this perspective, on the one hand, a closer location of generation and consumption sources 

in microgrids tends to increase service quality from the consumer’s point of view, by decreasing 

transmission losses and the time needed to manage fault restoration and congestions. On the 

other hand, energy management issues arise related to the emergence of microgrids with possible 

conflicting requirements and limited communications between different microgrids agents, 

which calls for the implementation of distributed intelligent techniques [5]. Hence, the need for 

the development of frameworks of energy management for microgrids, as pointed out in various 

works [6]–[8], for optimal microgrid operation [9]–[11].   

An appropriate approach to model microgrids and the related individual goal-oriented decision-

making for different types of microgrid actors, is that of Agent-Based Modelling (ABM) [12]–

[14], which allows to analyse by simulation the interactions among individual intelligent 

decision makers (the agents). The most widespread application of this modelling approach 

concerns the bidding strategies among individual agents who want to increase their immediate 

profits through mutual negotiations, and the energy market dynamics [15]–[18]. Recent studies 

show the extension of the ABM approach to more complex interactions in the energy 

management of hybrid renewable energy generation systems [14], [19], [20]. In these works, the 

long-term goals are focused on the efficient use of electricity within microgrids, e.g., the 

planning of battery scheduling to locally store the electricity generated by renewable sources and 

reuse it during periods of high electricity demand [19]. However, the decision framework is 

commonly developed under deterministic typical conditions, e.g., those of a typical day in 

summer.  
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To account for the variability and randomness of the operational and environmental parameters 

of the energy systems, the optimization capable of  tackling  uncertainty has been progressively 

introduced [21]. Fuzzy mathematical programming models and their extensions have also been 

successfully applied for optimal management of hybrid energy systems [22], [23]. Stochastic 

programming models, where the uncertain parameters are accounted by probability and interval 

programming models, where the uncertainty is described by intervals [24], [25], have been used 

to deal with different sources of uncertainty in different optimization problems, e.g., economic-

energy scenarios planning [26], design of renewable systems for community energy management 

[27] and water quality and waste management [28], [29]. 

In this paper, we present an original framework for microgrid energy management, where each 

agent is seeking for an optimal goal-directed action planning under power consumption, 

production and price uncertainties. The optimal scheduling strategy is achieved by using a 

Robust Optimization (RO) approach, which has been recently used for optimal energy system 

planning under uncertainties related to the power output of renewable generators [30], 

production costs [31], electricity demand [32], and their combination [10], [33], quantified by 

probability levels [30]–[32] or probability bounds of constraint violation [33]. The RO 

formulation adopted in this paper has been initially proposed in [25] and allows to linearly 

formulate the robust counterpart of an optimization problem for different levels of conservatism 

in the solution. Novelty of the research proposed lies in the way of quantifying the uncertainties 

by Prediction Intervals (PIs), integrated in the RO. The PIs for the uncertain parameters are 

obtained by a Non-dominated Sorting Genetic Algorithm (NSGA-II)-trained Neural Network 

(NN) [34], which gives lower and upper prediction bounds between which the uncertain value is 

expected to lie with a given confidence [34], [35].  

The paper is organized as follows. Section 2 presents the motivation of the research, in particular 

with respect to the selection of the microgrid components in the reference system considered. 

Section 3 describes the models of the individual components. The uncertainties in the energy 

management parameters, presented in Section 4, are accounting in Section 5 presenting robust 

optimization, prediction and communication frameworks, respectively. Section 6 defines the 

performance indicators for the assessment of the system reliability and the impact of the 

prediction error. Section 7 shows an application with respect to the reference system. Eventually, 
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the last section draws some conclusions and gives an outlook on future research. Appendix 

presents the discussion on environmental and operational conditions. 

2. RESEARCH MOTIVATION AND POSITIONING 

The research presented in this paper is part of a project of study of the energy consumption and 

management of a middle-size train station in the Paris region, including the participation of a 

multidisciplinary team of academic and industrial actors [36]. The project is specifically focused 

on the evaluation of the energetic performance of a train station, as individual actor and as part of 

an energy distribution microgrid. The lookout vision of the railway, energy companies and local 

authorities is for the train station to become an active energy player in the power grid [37]. In 

view of the project, the reference system considered in this paper includes a middle-size train 

station (TS), which can play the role of power producer and consumer, the surrounding district 

(D) with residences and small businesses, and a small urban wind power plant (WPP) (Figure 1).

Figure 1. Scheme of the reference microgrid. 

The case study considered in this paper is based on an on-going project of microgrid, whereby 

each system is considered an individual agent with its own strategy driven by specific 
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management objectives. Specifically, the goal of TS is to decrease its electricity expenses while 

satisfying its demand. To achieve this, the TS strategy includes the integration of renewable 

generators and energy exchanges with the local community to increase the power flexibility of 

the microgrid. Photovoltaic panels (PV) have been shown to be an adapted and efficient solution 

for implementation on large commercial, public buildings and transportation hubs [38], [39]. For 

the energy exchanges with local community, we consider only the possibility of exchange 

between TS and D to keep the modelling aspect sufficiently simple, but complete, for the 

purpose of illustration of the methods proposed. Future work includes the consideration of 

modelling the energy exchanges between the TS and the WPP. 

The goal of WPP is to increase its revenues from sales of electricity to the external grid and to 

the local community D. This latter is considered only as an energy consumer, with the goal of 

decreasing its electricity purchase from the external grid by prioritizing the purchase of 

electricity from the local sources, i.e., TS and WPP. In addition, we assume that TS and D have 

the capacity to store electricity in batteries.  

For our current D model, we assume that the effect of locally installed renewable generators, 

e.g., PV panels, can be neglected. The energy  generated with PV panels is  around 0.8% of the 

annual energy consumption in 2012 for the considered area [40]. The installation of domestic PV 

energy generators can be included in the future, under different market and legislation profiles 

[41]. On the other hand, we note also the fast development of electrical cars-hire services near 

the transportation hubs and residential areas [42], which can be an additional motivation for the 

integration of large-scale storage capability in the D and TS. 

The original contributions of this paper are:  

• The paper contributes to the development and analysis of microgrids with individual 

intelligent agents. The microgrid energy management is achieved not through the 

optimization of the overall energy flows in the microgrid, like in [30]–[32], [43], but by 

the optimization of the objective functions of the individual agents, considered as 

autonomous decision-making entities that account for their individual objectives. 

The framework of microgrid energy management considers the uncertainty associated to 

the predictions of the energy quantities of interest and the information communicated by 

the agents.  
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• The paper introduces in the microgrid energy management a novel approach for 

uncertainty quantification, i.e., PIs estimation with NSGA-II trained Neural Network 

(NN) to define the boundaries of the uncertain parameters variation which are used as the 

input for the RO. In comparison with other references, where the uncertain parameters 

were characterized by assumed probability levels [30]–[32] or probability bounds of 

constraint violation [33], the proposed framework allows each microgrid agent to regulate 

its conservatism under different uncertain parameters and select the appropriate width of 

the PIs from the available prediction solutions. For example, by increasing the width of 

the PIs associated to the renewable energy output, the uncertainty caused by the 

variability of the environmental conditions and, in some cases, the unavailability of the 

renewable energy output due to possible technical failures of the generator, can be 

accounted for conservatively. 

• The paper presents a flexible, modular framework which can accommodate models of 

individual agents and different levels of complexity as needed, e.g., to account for the 

eventual variations of charging and discharging efficiencies and energy losses due to 

battery degradation, and/or short time steps to account for short-term variations. 

By definition, microgrids are designed to operate in two modes: the grid-connected mode and the 

islanded mode. On the one hand, in the grid-connected mode, a microgrid can trade power with 

the upstream power grid to solve power imbalances within the microgrid. On the other hand, 

when the power imbalance occurs in the islanded mode, the decrease of total output of 

distributed generators, or load-shedding, which is an intentional load reduction, can be used to 

solve the power imbalances [44]. Note that the grid-connected mode is the most common one 

[11], [45], [46] and thus, we focus on this mode in this paper. Therefore, the power imbalances 

are accounted inside the microgrid and between the microgrid power producers and the upstream 

external grid. We do not consider active power control to improve the dispatch of distributed 

energy resources and provide loads balancing, but focus on the microgrid management at the 

more abstract level of the agents communication framework. 

The optimization problem of the active and reactive power in the microgrid with distributed 

energy generators, consumers and storage facilities, is one of the core research subjects of the 

power system community. The problem is usually formulated as an optimal power flow (OPF) 
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problem that determines the optimal active and reactive powers to be produced or consumed by 

each element of the system, as well as the energy flows through the lines, so that the overall 

system costs are minimized. This is done by satisfying all the system technical constraints. The 

active power, which depends on the variation of the voltage phases, is generally the main focus 

on power prediction [47] and optimization problems [31]–[33], [48]–[51]. The research 

presented in this paper is focused on the RO of management strategies of energy systems, aiming 

to satisfy the energy demand-supply balance in presence of uncertainties. In the optimization 

problem, the objectives are formulated in terms of cost and revenue, as customary, and equations 

for the constraints (i.e., technical, environmental) are introduced. Similar to other research papers 

in the field, e.g., planning of energy management systems [52], [53] and planning of emissions 

trading and clean energy development [54], the voltage stability in the microgrid is not 

considered given the specific focus of the work. The optimization framework developed allows 

identifying the optimal energy management strategy for the particular microgrid configuration. 

Eventually, in real life application the optimization is used by energy generation and 

transmission companies for the optimal short and long term decision-making in terms of energy 

generation sources management, choice of technologies and investment for grid upgrade and 

capacity expansion, maintenance planning, strategies for energy trading with other countries etc. 

The final decision-making of the optimal energy management applied to the particular grid 

configuration is done through the trade-off between the economically optimal energy planning, 

identified by solving the optimization problem, and system stability. 

3. MODELS OF THE MICROGRID INDIVIDUAL AGENTS 

This section presents the models of the different individual agents in the microgrid, describing 

their energy consumption, production and dynamic management of the batteries where in place. 

3.1. Train station(TS) 

The “heart” of the district is the middle size train station (TS) with the overall daily passenger 

flow of about 80,000 pas./day.  The energy consumption of the TS is divided in two groups: (i) 

variable energy consumption of lifting, lighting and heating equipment, which depends on the 
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operational and environmental variables (e.g., solar irradiation, passengers flow etc.) and (ii) 

fixed energy consumption of other equipment, such as ticket control and vending machines, 

which are constantly plugged to the power network. The TS has the possibility to generate and 

store energy through the integrated PV panels and the battery, respectively.   

3.1.1. Energy consumption 

In this paper, only the energy consumption in the main passengers building, which includes the 

passengers’ halls, tickets vending and controlling areas and accesses to platforms, is considered. 

According to the exploitation and construction standards, the energy used for the heating of the 

passengers areas is not available. Moreover, the heating of TS workers areas is performed by gas. 

Based on the energy consumption modelling and the findings of the project [36], the major 

energy consumption in the TS is due to lighting, lifting and other electronic and heating 

equipment, in a ratio of about 50%, 25% and 25%, respectively, of the total main building energy 

consumption without auxiliary buildings and activities. Energy consumption related to the 

heating of the TS offices was neglected. The total hourly required energy 	��� (kWh) at time t is 

approximated with eq. (1) below, representing the three main types of equipment units, i.e., 

inside and outside lighting 	�
 (kWh), passengers lifts by escalators and elevators 	��
�� (kWh) and 

electronic equipment 	��
� (kWh):  

	�6�� 7 	��
��8�����9 : 	�
/.�1 : 	��
�6666666666666666666666666;� (1) 

where .� is the solar radiation (W/m2 or lx) and ����� is the passengers flow in the TS (<=�>?).  

The power required by the elevator equipment 	��
�� is calculated as the sum of variable 	����
and stand by 	�@!# power [55]. The variable energy consumption of the escalator is related to the 

transported passengers �����: 
	���� 7 /����� A B A .� A C� A DE@1>FGHHHHH6666666666666666666666666;� (2) 

where g = 9.81 m/s2, .� is the vertical rise of the escalator (m), C� is the average weight of 

passenger (kg) and DE@ is the walking factor, which is defined as the ratio of the time that 

passengers actually spend on the escalator to the time that they would spend if no walking took 

place [55]. Division by 3600000 is introduced to convert the final results from units of joules (J)

to kWh. 
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The fixed power 	�@!# is related to the power consumed by the unloaded escalator and depends 

on the particular technical features of the escalator, such as the type of gear box, step chain 

bearing and guidance system. The work [55] presents a correlation with the height of escalator 

rise .�, as dominant factor to qualify the different escalator designs: 

	�@!# 7 = A .� : I6666666666666666666666666;� (3) 

where a and b are coefficients depending on the technical features of the escalator. To select the 

coefficients values the escalators were assumed to have following technical features: ball bearing 

step chain guidance and involute gearbox [55].  

The electrical energy 	�
 required by the lighting equipment depends on its design and on the 

control systems and requirements of illumination standard setup adopted for the TS (e.g., 

EN13272:2001 UK) and urban areas [56]. Therefore in the application, the activation of lighting 

to maintain the inside luminosity of the TS hall to be equal or higher than 75 lux will be 

considered for hours when the outside luminosity is less than 20 lux. 

Finally, the electronic equipment that is constantly plugged into the grid are the ticket vending 

and control machines, and food and drinks distributors, with assumed required hourly energy 

0.802, 0.752 and 0.206 kWh, respectively [57], [58]. 

3.1.2. Energy production 

The total energy produced by PV ��JK (kWh) at time t is the sum of the outputs ��JKL of several 

individual PV panels at time step t. Taking into account the solar irradiation, whose model is 

described in Appendix, the ambient temperature and the characteristics of the module, the 

electricity output from one solar generation unit can be evaluated using the following set of 

equations used in [59], [60]. The technical parameters of the solar generation units can be 

retrieved from available industrial specifications. For the current study, we consider 500 solar 

modules with technical specifications from [60].  

3.1.3. Battery storage 

The set of eqs. (4) - (8) governs the energy flow dynamics of the battery storage in the TS: 

���� 7 ������ : ������ A �������� 2 ����� !� A �������� 6666666666666666666666;� (4) 
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������ : ����� !� M N666666666666666666666666;� (5) 

H M ������ M N666666666666666666666666666666666;� (6) 

H M ����� !� M N66666666666666666666666666666666;� (7) 

H M ���� M ����"�#6666666666666666666666666;� (8) 

where ���� and ������  are the energy levels in the battery at time t and t-1 (kWh); �������� is the 

energy portion that the battery is capable of charging or discharging during time t (kWh), and 

������ and ����� !� are the binary variables which can take values either 0 or 1 model indicating 

that the battery can either only be charged or discharged at time t, and ����"�# is the maximum 

battery charge (kWh). The battery is assumed to have constant charging and discharging speeds, 

and no performance degradations or losses are considered.  

Note that the eventual variations of charging and discharging efficiencies and energy losses due 

to the battery degradations are not accounted for in eq. (4) of the battery charging dynamics. This 

is done to simplify the battery model, considering the methodological aim of the paper: a more 

complex and complete model of the battery storage would not affect the way of performing the 

RO approach and its efficiency and it can be accounted for in future research. 

3.2. Wind power plant (WPP) 

We assume that a small wind power plant (WPP) is installed near the TS and the local 

community. 

3.2.1. Energy production 

The total energy produced by the WPP ����� (kWh) is assumed to be the sum of the individual 

outputs of all the wind turbines �����! at time step t. As discussed in Appendix, the wind speed 

data form [61] is used to calculate the wind energy output from the individual wind turbine by 

the cubic correlation [62]. The total wind power output ����� is the uncertain variable and the 

prediction of its values are made by a NN trained by a NSGA-II [34], as described in Subsection 

1.1. 
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3.3. District (D) 

The local community or district (D) is constituted by residences and small businesses, such as 

shops and offices, situated around the TS. D is considered only as an energy consumer with an 

integrated battery, which allows storing energy during periods of low electricity price and 

discharging it during periods of high electricity price. 

3.3.1. Energy consumption 

To simulate the energy consumption of the D, we use the top-down approach based on available 

statistical collections of electricity consumptions [63]. We purposely decided to not divide the 

energy consumptions in the D and to consider it as the independent consumer to reduce the 

complexity of the model. In this view, the energy consumption for the D is formulated as 

follows: 

	�6� 7 	���O A .E���O A . ���O A .����O (9) 

where .����O is the hourly peak defined for working days and weekends (%), . ���O and .E���O  are 

the daily and weekly peaks of power demand (%), and 	���O is the maximum hourly peak of 

power demand over a year (kWh).   

3.3.2. Battery storage 

The energy flow dynamics of the battery storage in D is formulated similarly to that of the TS 

battery (eqs. (4) – (8) in Subsection 3.1.3). 

4. UNCERTAINTIES IN ENERGY MANAGEMENT 

The expenses and revenues of each agent, and the global reliability of the microgrid are affected 

by uncertain parameters, such as energy outputs from renewable generators ���� and �����, 

energy demands of the consumers 	��� and 	��, and electricity prices &��, &�� and &��.  

1.1.Energy output of renewable energy generators 

The energy outputs from of the renewable generators are affected by the variability of the 

renewable sources of energy, i.e., wind for WPP and solar irradiation for PV. 
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As discussed in Subsection 3.2, the uncertainty related to the availability of the wind energy 

output ����� is accounted for in the form of the Prediction intervals (PIs) estimated by NSGA-II 

trained NN of [34]. 

In this study, the uncertainty related to the availability of the PV energy output ���� is accounted 

for by intervals, whose lower and upper bounds are symmetric around the expected value of the 

PV energy output. The width of the intervals is selected to account for the variability of the PV 

energy output in the time period considered.  

In this research, we have used the term ‘technical failure’ to represent all modes of failures of the 

wind turbine and the generator units. For the numerical application presented in this paper, the 

Mean Time To Failure (MTTF) and Mean Time To Repair (MTTR) of the wind power 

generation units have been taken equal to 1920 h and 25 h, respectively [64], accounting for all 

causes of wind turbines failures. The energy output from renewable generators is also affected by 

failures, which may lead to periods of production unavailability during the subsequent repairs. 

The technical unavailability of energy generation units can be caused by failures of different 

subassemblies. In this view, for wind power generation [65] we classify failures into two major 

categories depending on their causes: (i) mechanical components failures associated with the 

blades, gearbox, hydraulic unit, yaw unit and brake pad, and (ii) electrical and electronic 

components failures related to the control panel, capacitor panel and generator failures. The 

analysis of failures in the field shows that a wind farm usually experiences more failures due to 

mechanical components than failures due to electrical and electronic components (79% and 21% 

of failures over a lifetime period, respectively, are the values reported in [65]). Moreover, the 

loss of power generation due to mechanical components failure is higher than that of the 

electrical components failure to an extent up to 116% [65]. 

Technical failures of generation units of the same type are, for simplicity, assumed to be 

independent from each other: no common causes for failures are considered. Moreover, no 

particular reduction of energy production due to units degradation has been considered: only two 

states are possible, i.e., 100% of technical availability and 0% during the repair upon a failure. 

Failure and repair times are assumed to follow exponential distributions, considering the useful 

life of the components.  
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Failure times and repair durations are simulated by sampling with the inverse transform 

technique [66]. 

1.2.Energy demand  

Also to estimate the PIs accounting for the variability of the energy demands 	��� and 	��, the 

NSGA-II  trained NN of [34] is used.  

1.3. Electricity prices 

Similar to the PV energy output, the uncertainty related to the variability of electricity prices &��, 

&�� and &�� is accounted for in the form of intervals, whose lower and upper bounds are symmetric 

around the expected value of each variable. The width of the intervals is selected to account for 

the fluctuations of these variables in the time period considered. 

5. ENERGY SCHEDULING OPTIMIZATION 

To formulate the power scheduling problem, the TS, WPP and D agents are represented as ‘open 

systems’ that continuously interact with each other through energy exchanges at time t (Figure 2 

a, b, c).  

a) 
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5.1. Robust optimization 

The decision-making strategy for each agent, identified by using the RO, is based on the goals of 

cost functions minimization for the D and TS and revenues function maximization for the WPP 

[25].The approach adopted in this paper allows the linear formulation of the robust counterpart 

of an optimization problem. Based on the representations of Figure 2, the RO of energy 

scheduling for the TS, WPP and D, where the objective functions to be optimized are formulated 

in terms of costs for the TS (eq.(15)) and D (eq.(27)), and revenues for the WPP (eq.(39)), are 

posed as follows. 

Train Station 

Minimize PQR
s.t.    

2���� : ���� : ������ A �������� 2 ����� !� A ��������:���� 2 ���� A S�T5� : 	��� A S�T5U
: V���E�� A W���E�� : <��XYZ : <�[X\] M H666666666666666666;�

(10) 

V���E�� : <��XYZ ^ �*��� A _��XYZ � 6V���E�� : <�[X\] ^ 	*��� A _�[X\] 6666666666666666;� (11) 

2_��XYZ M S�T5� M _��XYZ � 2_�[X\] M S�T5U M _�[X\] 6666666666666666;� (12) 

b) 
c) 

Figure 2. Input and output energy flows for the agents: a) TS; b) WPP and c) D. 
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���� : ���� 2 ���� A S�T5� : V�̀ !�� A W�̀ !�� : <��XYZ M H6666666666666666;�� (13) 

V�̀ !�� : <��XYZ ^ �*��� A _��XYZ 6666666666666666;�� (14) 

a /&�� A ���� 2 &�� A ���� 2 &�� A �����
�bc 1 :a dV�e��� A W�e��� : <�X

f : <�Xg : <�Xhi
�
�bc

M %���
(15) 

V�e��� : <�X
f ^ &j�� A _�X

f � V�e��� : <�Xg ^ &j�� A _�Xg � V�e��� : <�Xh ^ &j�� A _�Xh 6666666666666666666666;�� (16) 

2_�X
f M ���� M _�X

f � 2_�Xg M ���� M _�Xg � 2_�Xh M ���� M _�Xh 66666666666666666666666666;�� (17) 

���� ^ H� ���� ^ H� ���� ^ H6666666666666666;�� (18) 

k' A 	)�� M �����66666lm6���� ^ ' A 	)��6H M �����6666666666666666666666n�?o.pl�o 6666666666666666666666666666666666666666666;��
(19) 

���� M ������ : ������ A �������� 2 ����� !� A �������� 6666666666666666;�� (20) 

������ : ����� !� M N666666666666666666666666;�� (21) 

H M ������ M N� H M ����� !� M N666666666666666666666666666666666;�� (22) 

H M ���� M ����"�# �6666666666666666666666666;�� (23) 

District 

Minimize    Pq
s.t.             

2��� 2 ���� 2 ����� : /��� 2 ����� 1 : 	�� A S�T5� : V���E�� A W���E�� : <�[Xh M H66666;� (24) 

V���E�� : <�[Xh ^ 	*�� A _�[Xh666666666666666666;� (25) 

2_�[Xh M S�T5� M _�[Xh 6666666666666666666666666;� (26) 

a 8&�� A ��� : &�� A ����� : &�� A ����9�
�bc :a dV�e��� A W�e��� : <�X

f : <�Xhi
�
�bc M %�� (27) 
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V�e��� : <�X
f ^ &j�� A _�X

f � V�e��� : <�Xh ^ &j�� A _�Xh66666666666666666666;�� (28) 

2_�X
f M ��� M _�X

f � 2_�Xh M ����� : ���� M _�Xg 66666666666666666666666666;�� (29) 

��� M ����� : ����� A ������� 2 ���� !� A �������66666666666666;�� (30) 

����� : ���� !� M N66666666666666666666666666;�� (31) 

H M ����� M N� H M ���� !� M N66666666666666666666666666666666666;�� (32) 

H M ��� M ���"�#666666666666666666666666666;�� (33) 

��� ^ H666666666666666666666666666666666666666666666666;�� (34) 

���� 7 �)���� ����� 7 �)����66666666666666666666666666666666666666;�� (35) 

Wind Power Plant 

Maximize    Prss
s.t.             

����� : ����� 2 ����� A S�T5� : V���E�� A W���E�� : <��XtYY M H66666666666666666;� (36) 

V���E�� : <��XtYY ^ �*���� A _��XtYY 66666;� (37) 

2_��XtYY M S�T5� M _��XtYY 666666666666666666;� (38) 

a /&�� A ����� : &�� A �����1�
�bc 2a uV�e��� A W�e��� : <�Xg : <�Xhv

�
�bc ^ %���

�
(39) 

V�e��� : <�Xg ^ &j�� A _�Xg � V�e��� : <�Xh ^ &j�� A _�Xh 666666666666666666666666;�� (40) 

2_�Xg M ����� M _�Xg � 2_�Xh M ����� : ���� M _�Xg 6666666666666666666666666666;�� (41) 

k( A 	)�� M ����� �666lm6����� ^ ( A 	)��6H M �����6�6666666666666666666666n�?o.pl�o 66666666666666666;��
(42) 

����� ^ H� ����� ^ H� ���� ^ H6666666666666666666666666666;�� (43) 
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where ���� and ����� (kWh) are the portions of energy sold to the external grid by the TS and 

WPP, respectively, ���� and ��� (kWh) are the portions of energy purchased from the external grid 

by the TS and D, respectively,  ���� and ����� (kWh) are the portions sold to the D and generated 

by the PV panels of the TS and WPP, respectively, ' and ( are the coefficients defining the 

minimum amount of energy to be sold to D by TS and WPP, respectively, 	)�� (kWh) is the 

expected energy demand for D (for the moment, considered without uncertainty) at time step t, 

predicted by TS and WPP, �)��� and �)���� (kWh) are the energy portions, which TS and WPP are 

ready to sell to D at time step t. The variables ������, ����� !�,  ����� and ���� !� used in the 

formulas (20) – (22) and (30) – (32)  are binary variables, which take values 0 or 1 to indicate 

that the battery can either only be charged or discharged at time t. 

As mentioned earlier, the objective functions to be optimized are costs for the TS and D, and 

revenues for the WPP. The optimization problems account for the energy balance eqs. (10), (13), 

(24) and (36), and the costs and revenues eqs. (15), (27) and (39). The batteries charging and 

discharging dynamics is formulated with eqs. (20) - (23) for TS, and eqs. (30) - (33) for D. Eqs. 

(18), (34) and (43) are the decision variables constraints. The coefficients β  and γ  in eqs. (19) 

and (42) increase the regularity of energy exchanges between the microgrid agents, by imposing 

the minimum amount of energy that WPP and TS must supply to D under conditions of 

availability of wind and solar energy outputs and promoting the local energy exchanges among 

the microgrid agents. 

i", "nonables V���E��, V�e���, V�̀ !�� <��XtYY
, <��XYZ , <�[Xh, <�[X\] , <�X

f
, <�Xg, <�Xh, _��XtYY

, _��XYZ , _�[Xh, 

_�[X\] , _�X
f
, _�Xg and _�Xh are the RO variables which are forced to be greater than or equal to zero, 

S�T5� and S�T5U are auxiliary variables that are forced to be equal to one. W���E�� and W�e��� define 

the level of uncertainty considered in each optimization model (a zero value corresponds to the 

deterministic problem) and are such that H M W���E�� M N and H M W�e��� M w for the D and WPP, 

and H M W���E�� M w and H M W�e��� M F for the TS.  

Note that the RO presents the advantage that it represents the uncertainty related to the variations 

of the operational or environmental conditions in terms of PIs without making any assumption 

about the probabilistic distribution of the uncertainty. For example, for the WPP in the robust 

formulation the level of uncertainty �*���� is calculated as �*���� 7 /������+, 2 ������
,1>w, 
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where ������+, and ������
,
(kWh) are the upper and lower prediction bounds at time t, 

respectively. In this work, we take the mean of the prediction interval as point estimate of the 

wind energy output ����� in eq. (36). The point estimates of the other uncertain variables are the 

values calculated with the models of Section 3, before the addition of the random noises. 

Note that the values of the decision variables identified during the optimization phase are 

adjusted based on the real values of the uncertain parameters. In this view, we assume that the 

decision variables ���, ����, ����� and ���� stay unchanged and can be affected only by the large 

prediction error of the available power or the technical failures of generation units. 

Figure 3 a,b illustrates the structure of the control algorithm and operation procedure of the 

microgrid. The outputs from the models of the individual components are used to forecast the 

energy demands of the TS and D, the wind power output of the WPP, as well as the energy 

prices. These forecasted quantities are used by the RO for the decision making to determine the 

optimal batteries scheduling actions and other decision variables, e.g., the energy portion to 

exchange between the agents and the upstream grid. In order to set up the price for the energy 

trading, the agents use 24-hours ahead predictions of the reference prices, i.e., &�� price for kWh 

from the upstream grid. Note that these predictions do not account for eventual upstream price 

variations. 
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a) 

b) 

Figure 3. Integrated framework: a) Structure of the control algorithm; b) Operation procedure. 
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The decision-making strategy for each agent, identified by using the RO approach, is based on 

the goal of cost functions minimization for the D and TS, and revenues function maximization 

for the WPP. These goals are achieved through the strategic battery scheduling and the selection 

of the optimal energy exchanges between the microgrid agents and the upstream electricity grid. 

Since the battery cannot be charged and discharged at the same time, only one of these actions 

can be executed at time t. Thus, the consumer aims to optimize its decision-making strategy on a 

time horizon of 24 time steps, each of one hour duration. 

The RO problems are solved by using the optimization package CPLEX, implemented in Java 

code, which guaranty global optimality for mixed integer programming (MIP) problems (the 

iterative process of optimization in CPLEX is not illustrated in the paper: the interested reader 

may refer to [67] for further details). After optimization, the decisions are shared among the 

agents through the communication process indicated in the paper. 

At each time t, the microgrid energy producers (WPP and TS) and consumer (D) have the 

possibility to negotiate the bilateral contracts of energy exchanges within the microgrid. The 

framework of this negotiation is discussed in Subsection 5.3. Note that in this paper demand-

response mechanisms for the energy management are not considered. 

5.2. Predictions 

The PIs, estimated by NSGA – II trained NN, are optimized both in terms of coverage 

probability (CP) and prediction interval width (PIW). For this purpose, a multi-objective genetic 

algorithm (namely, non-dominated sorting genetic algorithm–II (NSGA-II)) is implemented to 

find the optimal parameters (weights and biases) of the NN. By using NSGA-II, Pareto-optimal 

solution sets, including several non-dominated solutions with respect to the two objectives (CP 

and PIW), are generated.  

The computational complexity of the NSGA-II trained NN algorithm is explained by two time 

demanding sub-operations: non-dominated sorting and fitness evaluation. At first, the time 

complexity of the non-dominated sorting part depends on the number of objectives and the 

population size. At second, the complexity of the fitness evaluation phase is related to the 

number of input samples for each of which a fitness value is obtained through the training of a 

Neural Network (NN) by the NSGA-II. In this view, the complexity of one generation represents 
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the sum of the computational complexities of these two stages. 

In [34], a comparison have been done between different optimization techniques: MOGA (Multi-

Objective Genetic Algorithms), SOGA (Single-Objective Genetic Algorithms) and SOSA 

(Single-Objective Simulated Annealing) applied to PIs of time series prediction. Based on this 

comparison, the mean CPU times for training with MOGA, SOGA and SOSA are 258.84, 199.36 

and 163.29 seconds, respectively. Note that the GA optimization techniques are population based 

algorithm, so their computational time is more than Simulated Annealing (SA). The required 

average CPU time for testing, i.e., for the online prediction of PIs, is very fast for all algorithms, 

which is about 0.05 s. From the user point of view, the computational burden of the training 

phase is relatively less important since the training phase is, usually, only performed once. In 

cases where online learning is implemented, the algorithms are usually not retrained, but their 

parameters are updated. This is, usually, computationally less expensive than a new training 

phase. Note that the computational burden is dependent on the complexity of the structure of the 

model (e.g. number of input neurons, hidden layers, and hidden neurons), the size of the dataset 

and the performance of the learning algorithm.  

In addition, the existing techniques for estimating PIs for NN algorithm outputs such as Delta 

and Bayesian methods require the calculation of Jacobian and Hessian matrixes, respectively, 

and although they are capable of generating high quality PIs, they demand high computational 

time in the development stage [68]. Compared to Delta and Bayesian methods, NSGA-II is less 

demanding at the training phase. 

5.3. Communication framework 

Figure 4 depicts the communication interactions among the microgrid agents. It can be noted that 

the microgrid does not include an independent controller or operator, responsible for 

coordinating, controlling and operating the electric power system or/and market, as in the actual 

power grid. Indeed, we assume that all coordination procedures are done in a decentralized 

manner through direct negotiation among the agents, similar to [18], [19]. However, to facilitate 

the agents communications, an additional agent called Independent System Operator (ISO) is 

introduced in the model, similar to [69]. The role of the ISO agent is to collect the requests for 
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energy purchase from the Consumers, such as D, and the energy sale offers from the Generators, 

such as TS and WPP. 

Figure 4. Multi-layered interaction between agents.

The microgrid agents participate in the decision-making framework as illustrated in Figure 5. 

Note that the hierarchy of decision considered in this work for exemplification, gives priority to 

the energy generators, i.e., TS and WPP, to decide the renewable energy ���� and ����� that is 

available for sale to D, and ���� and ����� for sale to the external grid at each time step t. These 

decisions are transmitted through the ISO agent to D, which considers these decisions as constant 

parameters (eq. (35)) for the costs optimization for D). After the determination of other energy 

scheduling variables, such as ��� 6 and ���, D sets a bilateral agreement with TS and WPP to 

purchase ���� and 6�����. The duration of the bilateral contract is assumed to be one hour. 
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Figure 5. Example of agents communication at time step t. 

Table 1 regroups the previsions of the operational conditions (i) made by the agents themselves 

and (ii) received from other agents through the ISO and (iii) the decision variables. 
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Table 1. Previsions and decision variables. 
Previsions of the operational conditions D WWP TS 

(i) agent personal previsions* 	��x 6&��x 6&�� �����x 6&��; &�� 	���x 6����x 6&��x 6&��x 6&��
(ii) previsions received from other agents through ISO ����x 6����� - - 
(iii) decision variables based on the previsions ���x 6��� �����x 6����� ����x 6����x 6����x 6����
* Personal previsions of agents are represented by PIs for RO and point predictions for the deterministic optimization. 

Note that the adopted hierarchical decision scheme allows, on the one hand to TS and WPP to 

increase their revenues by deciding which amount of energy to sell to D or to the external grid 

using the most profitable actions planning, on the other hand it gives the possibility to D to 

purchase emissions-free and less expensive energy, generated by TS and WPP in the microgrid. 

6. OUTPUT INDICATORS 

6.1. Reliability of the microgrid 

As mentioned in Introduction, we focus on the grid-connected mode. In this case the power 

imbalances inside the microgrid and between the microgrid and the upstream grid can be 

produced by the technical failures of energy generators and/or forecast errors in the energy 

output of the renewable generators. Indeed, the energy from the upstream grid is always 

available and can be used to compensate the power imbalance generated by the unavailability of 

the energy producer. The reliability indicators are used to evaluate the performance of the 

optimal management and are calculated based on the optimal values of the decision variables. 

The overall microgrid performance is evaluated in terms of classical adequacy assessment 

metrics, which characterize the ability of the distributed generation system energy capacity to 

meet system demand in presence of uncertainty [70]. Specifically, Loss of Load Expectation 

(LOLE) is used to characterize the probability of unsatisfied electricity demand and Loss of 

Expected Energy (LOEE) to quantify the expected amount of energy losses for Ns time steps of 

one hour: 

�y�	 7a �.�/�� 0 	�1z�
�bc

(44) 

�y		 7a �.�/�� 0 	�1 A /	� 2 ��1z�
�bc

(45) 
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where �.�/�� 0 	�1 is the probability of loss of load at time step t, �� (kWh) is the available 

capacity at time period t, 	� (kWh) is the energy demand at time step t and 	� 2 �� (kWh) is the 

energy that the system is not able to supply at time step t. The situation when the available 

capacity �� is lower than the energy demand 	� at time step t, produces an electricity shortage in 

that time step t. 

The available power capacity of the microgrid �� represents the sum of the electricity produced 

by all generation units at time step t. In our case, �� accounts for the amount of energy purchased 

from the external grid (i.e., ���  and ����), produced by the local generators (i.e., ���� and �����) 

and discharged from the batteries (i.e., ���� !� A �������and ����� !� A ��������): 

�� 7 ��� : ���� : ���� : ����� : ���� !� A ������� : ����� !� A �������� 6666666666666666666666666666;� (46) 

Finally, the energy demand 	� in the microgrid is defined as follows: 

	� 7 	�� : 	��� : ����� A ������� : ������ A �������� 6666666666666666666666666666;� (47) 

The reliability indices considered in this work, i.e., LOLE and LOEE, are used to account for the 

impact of the failures of power generators; on the contrary, the within-hour variability of the 

energy output from the PV and wind generators is neglected, for simplicity. The time step of 1 

hour is typical for power system reliability assessment [71], [72], based on the available data for 

wind and PV generators, and the failure data statistics, e.g., MTTF and MTTR. 

6.2. Impact of wind power prediction errors and mechanical failures of wind 
power generator 

In the end, it is important to quantify the effects of errors in the predictions resulting in the non-

supply of the committed energy. Focusing on the impact of errors in the predictions of wind 

power and wind power generator technical failures, a penalty or imbalance cost is added to the 

revenue or cost functions of the WPP to quantify the deviation from the commitment. 

It is important to note that the revenues are affected by predictions only in the case that they are 

generated from the market (through the submission of offers and bids). In case of application of 

feed-in tariff system, when all energy (kWh) from renewable generation is purchased by the 
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transmission company in exchange of a fix remuneration (e.g., like in France), predictions do not 

play any role in the revenues calculation [73].  

On the one hand, the WPP participates in the microgrid energy market by committing to provide  

����� to the D. The D optimizes its energy strategy based on the amount of the committed 

energy �����, which if not-supplied can generate reliability problems to the whole microgrid. On 

the other hand, the amount of energy ����� is sold to the external grid, which does not impose 

particular constraints and purchases all amount of energy. In this view, the penalty based on [74] 

is applied only to the �����. Note that the formulation of revenues accounting for the imbalance 

cost is done for a contract duration of one hour. By taking into account the prediction errors 

and/or technical failures of the wind generator, the revenues of the WPP for time step t are 

formulated as follows:  

%���� 7 ������ A &�� : ������ A &�� : $����6666666666666666666666666666;� (48) 

where ������ and ������
(kWh) are the contracted amounts of energy provided by the WPP to 

the external and microgrids, respectively, $���� (€)  is the imbalance cost defined as follows: 

$���� 7 k&���5 A 4�����3�6666666664�����3 ^ H
&���� A 4�����3�6666666664�����3 0 H6666666666666666666666666666;�

(49) 

where 4�����3 7 ������3 2 ������
(kWh) is the imbalance for time step t calculated as the 

difference between ������3
(kWh) the actual amount of energy that WPP can supply and ������

(kWh) the level of contracted energy, and &���5 and &���� (€/kWh) are the imbalance prices for 

positive and negative imbalances, respectively, at time step t. 

As it can be noticed, when the inequality 4�����3 0 H, i.e., a negative imbalance, is satisfied, 

$���� takes a negative value, representing the penalty that WPP must pay for the non-supplied 

energy. On the contrary, for a positive imbalance 4�����3 ^ H, the WPP receives the payment 

$���� for the surplus of energy. 

For the application of this paper, we have reviewed the existing imbalance tariff structures and 

regulation mechanism of some European countries [75], such as Belgium, Netherland, France 

and Spain, to define the formulation of the imbalance prices. Among the existing formulations, 

the definition of imbalance price in Spain is taken as the simplest, where the imbalance price is 



30 

PAPER 2 – E. Kuznetsova, Y-F. Li, C. Ruiz and E. Zio / Applied Energy vol. 129, pp. 70 – 88, 2014 

equal to a certain proportion of the spot price [74], [76]. For the numerical application that 

follows (Section 7), we assume that deviations from the schedule are charged by 10% of the 

daily market price [76].  

To evaluate the impact of the imbalance cost on the WPP revenues, we introduce the 

performance ratio (, calculated over a simulation period of Ns hours by normalizing the actual 

revenue of the WPP by the revenue that would be obtained in the case of the perfect forecast 

[74]: 

( 7 {N 2 | }$����}z��bc
| ������ A &��z��bc

~ A NHH� (50) 

The proposed performance ratio is expressed in percentage and such that ( � /H�NHH�. For 

perfect predictions, when deviations from committed energy are null, ( 7 NHH�. 

In this paper, the indirect ‘failure cost’ resulting from failures or interruptions is partly accounted 

for in the cost or revenue objective functions of the microgrid stakeholders. In this view, if the 

failure of the renewable generator occurs, an energy producer, e.g., WPP, will be requested to 

pay the penalty (imbalanced cost) for the amount of energy not supplied and an energy 

consumer, e.g., D, will be obliged to purchase the needed energy amount from the external grid. 

Therefore, to reduce the cost due to failures or other interruptions (e.g., due to low wind), each 

stakeholder aims at optimizing its revenue or cost functions by using the available predictions – 

expected values or PIs of operational and environmental parameters. However, the direct ‘failure 

cost’ due to reparation or maintenance actions of the energy generators are not accounted in our 

research, but the modelling framework is general and these can be added in future work. 

7. APPLICATION 

The optimization framework is applied on a time horizon of 1680 hrs. This is sufficiently large to 

determine the converged indicators in presence of the variability due to the random technical 

failures. In addition, the results obtained in this paper are calculated by a large number of 

simulations to ensure convergence of the indicators in presence of the variability due to the 

random technical failures. For convergence, the difference between two successive values of the 

moving average of the indicators is considered, and a threshold value of 2% is used.
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Moreover, the availability of the data, used to simulate the real conditions, i.e., wind energy 

output, energy demand of the TS and D, is also an important aspect of this work. Indeed, as it is 

discussed in Section 5, the PIs are estimated by a multi-perceptron neural network. For this 

purpose the available data was divided into two samples, i.e., training and testing samples. In this 

view, to simulate the real conditions of the microgrid operation the testing samples are used. 

As it is highlighted in Subsection 6.2, the time step of 1 hour is typically used for power system 

reliability assessment [71], [72], based on the available data for wind and PV generators, and the 

failure data statistics, e.g., MTTF and MTTR. In addition, the focus of the work is not to model 

the fluctuations and make accurate predictions of wind speed and solar irradiation, but to 

illustrate an optimization framework capable of handling this aspect. Note, that the proposed 

architecture can handle the upscale to more complete and realistic models of the individual 

components in future research works. 

In this view, different references from the literature use one hour time step to explore energy 

management in microgrids, e.g., the demand-side management in the residential sector 

incorporating local PV energy generation and energy storage [77], the energy management in the 

autonomous polygeneration microgrid  [78] and the economic analysis for smart microgrid 

management [79]. Therefore, we believe that by reducing the model complexity, we have struck 

a balance between modelling accuracy and computational efficiency. 

As discussed in Section 4, the PIs of the available wind energy output �����, and energy 

demands 	��� and 	�� have been estimated by a NN trained by a NSGA-II with respect to two 

objectives: the coverage of the prediction interval (to be maximized) and their width (to be 

minimize) [34].  This optimization gives rise to the Pareto fronts depicted in Figure 6, from 

which different solutions can be selected and used in the energy management by RO, differing in 

interval widths and coverage probability.  
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a) b) 

c) 

Figure 6. Pareto fronts of PIs: a) �����, b) 	��� and c) 	��.

The developed optimization framework has been tested in the offline mode, i.e., the 

environmental and operational conditions of the microgrid have been modelled by using data 

driven models, i.e., beta distribution and time series to model solar irradiation and wind speed, 

respectively, and with statistical data. The possible uncertainties in these conditions have been 

accounted for by the microgrid stakeholders by using PIs. However, it is important to highlight 

that such a test can be also done in situ, when the developed optimization framework will be 

searching for the optimal energy management strategy under real operational and environmental 

conditions. In this case, the PIW can be calibrated in order to account not only for fluctuations of 

weather conditions, but also for some practical problems, which could be related to sensors 

malfunction and inaccuracy. Note that the RO approach is particularly useful for these cases - 

even when the realization of the uncertainty is not within the predicted intervals, the performance 

of the RO solutions is still good enough [25]. 
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To account for the variations of the electricity prices &��, &�� and &��, the lower and upper bounds 

of their associated PIs were assumed to be the ±10% of their expected values. Similarly, the 

variations of  ���� were accounted for by setting the lower and upper bounds of the PIs to the 

±5% of their expected values. Note that these width of the PIs were fixed based on the accuracy 

of a 24-hours ahead prediction  for the electricity prices [80] and the PV energy output [81]. 

For comparison, a deterministic energy management optimization based on the mean values of 

the PIs has been performed as well.  

To ‘encourage’ the energy exchanges among the microgrid agents, we deliberately decrease &�� to 

0.06 €/kWh, thereby making profitable to the WPP and the TS selling energy to the D. In 

addition, for the numerical application we consider that D proposes to the microgrid energy 

producers a price &�� 7 H�� A &��. The coefficients ' and (, which are introduced in eqs. (19) and 

(42) to increase the regularity of energy exchanges between the microgrid agents through the 

increase of the minimum amount of exchanged energy, are assumed equal to 0.05. The peak 

energy consumption of the D was assumed to be 300 kWh. The maximum capacity of the D and 

TS batteries were assumed to be 360 kWh (with �������� 7 N�D�?) and 120 kWh (with 

������� 7 ��D�?), respectively. 

7.1. Optimization results 

This section presents and compares the results of the RO based on PIs and the optimization based 

on expected values for a period of 24 hours.  

For the sake of simplicity, the results are first reported for the case of perfect prediction, i.e., 

exact forecast of the uncertain parameters. Figure 7 (a, b, c) gives an example of the variation of 

the energy management decision variables for the TS, the D and the WPP, as a function of their 

input parameters. As it can be observed, the TS tends to charge the battery (i.e., ���� increases) 

during the periods of lower prices and lower energy demand in order to discharge it during the 

periods of peak prices and higher consumption levels, in order to decrease its expenses (Figure 7 

a). This is possible because the lower electricity prices &��, especially during the night period, 

allow the TS to increase the amount of energy imported from the external grid ����, which is used 

to charge the battery. According to the formulation of the optimization problem, i.e., eq. (13), the 

available PV energy output ���� is used to sell the energy to the D (����) and the external grid 
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(����). Note that the optimization problem could be reformulated to allow the TS to use the 

available energy output ���� to charge the battery. 

The D behaviour for the battery charging is similar to the TS, especially when the amount of 

energy imported from the external grid during the periods of lower energy prices contributes to 

charge the battery (Figure 7 b). Note that in the case of the D, the amounts of energy purchased 

from the TS (����) and WPP (�����) are also used to charge the battery.  

The WPP sells the available wind energy output to the external grid (�����) and the D (�����). 

According to the numerical values of prices assumed for this example, the price &�� proposed by 

the D is lower than the price of energy purchase by the external grid &��. In this view, the amount 

of energy committed to the D by the WPP is equal to the minimum amount fixed by eq. (42). 

a) 
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b) 

c) 

Figure 7. Energy management for: a) TS, b) D, c) WPP. 
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For the sake of simplicity, to analyse the advantages of the RO based on PIs and to compare it 

with the optimization based on the expected values, we show and discuss the optimization results 

only for the TS with one uncertain parameter 	���. Figure 8 gives, as an example, the PIs 

compared to the real energy demand of TS for the considered period of 24 hours. 

Figure 8. Predictions and real energy demand of TS.

Figure 9 provides the comparison between the decision variables, i.e., ���� and ����, and the TS 

expenses at time step t (%����1, obtained with the RO (Figure 9 a, c, e) and the optimization 

based on the expected value (Figure 9 b, d, f), for the same - 7 w�6?. For the reminder, in case 

of the optimization based on the expected values the level of uncertainty, e.g., W���E��, is equal to 

zero. The optimized values of the parameters are compared with the real values recalculated 

based on the real energy demand of the TS.  

In case of RO, the amount of energy imported from the external grid ����  is limited by the upper 

prediction bound, which determines the maximum energy demand 	��� (Figure 9 a). Therefore, 

the TS tends to buy more energy from the external grid to satisfy the energy balance eq. (10) of 

Subsection 5.1. In the deterministic case, the TS optimizes ���� based on point predictions 

(interval means) of energy demand (Figure 9 b). Thus, the amount of ���� is chosen to satisfy the 

energy balance of eq. (10) where W���E�� 7 H . The results show similar behaviours for the 
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decision variable ���� (Figure 9 c, d) in both RO and deterministic cases. As it can be observed, 

the deterministic case does not allow accounting for the uncertainty in the energy demand 	���
and therefore the real TS expenses %��� are higher than the optimized ones for some time steps 

(Figure 9 e, f).  

a) b) 

c) d) 
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e) f) 

Figure 9. Comparison of two optimization cases, i.e., RO based on PIs and optimization based 

on the expected values, and real results for: a-b) ����, c-d) ����, e-f) %���. 

Note that we observe equivalent trends for the energy scheduling of the other agents as the RO 

bounds the worst case scenarios for the optimization (i.e., high energy demands, low energy 

outputs from renewables etc.). Robustly accounting for uncertainty during the optimization 

generates safety margins for the optimized expenses and revenues, which are respectively 

overestimated and underestimated in comparison with real expenses and revenues. 

7.2. Influence of the energy imbalance on the microgrid 

This section provides an analysis, based on different optimization approaches, of the energy 

imbalances within the microgrid that are generated by the failures of the wind power generator or 

by interruptions due to unavailability of wind. For this purpose, Table 2 reports the simulation 

results for (i) optimization based on expected values of ����� without accounting for technical 

failures, (ii) optimization based on expected values of ����� with presence of technical failures 

and (iii - vi) RO based on PIs with different CP with presence of technical failures. The output 

indicators are calculated as the average over Ns simulations, sufficient to determine the 

converged values of these indicators. The main indicators used to compare the performance of 

different approaches are the reliability indicators, i.e., LOLE and LOEE, the part of imbalance of 

committed energy and the performance ratio. This comparison is done to analyse the major 

trends in variation of the performance and reliability indicators and make the selection of the 

most promising optimization approaches. 
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Table 2. Influence of the energy imbalance in the microgrid. 
# (i) (ii) (iii) (iv) (v) (vi) 
CP of Pis, % - - 56.3 73.5 89.4 96 
LOLE, h/� 0.2452 0.2568 0.0048 0.0028 0.0012 0.002 
LOEE, kWh/� 1.2024 1.3834 0.0485 0.0275 0.0113 0.0202 
Committed energy 
������, kWh 

12219.67 12219.67 5076.17 3856.83 3319.81 2615.75 

Shortage, kWh 2210.07 2290.76 116.94 77.24 37.85 37.08 
Total revenue from 
the microgrid, € 

391.14 387.79 194.67 148.30 128.33 101.12 

Part of imbalance 
of committed 
energy, % 

18.09 18.75 2.30 2.00 1.14 1.42 

Performance ratio, 
% 

82.99 82.28 97.53 97.87 98.91 98.58 

(i – ii) Optimization based on expected values of �����

• The reliability indicators LOLE and LOEE are lower in the case (i) without technical 

failures than in the case (ii) with technical failures. However, we can notice that the effect 

of technical failures is less important than the effect of the prediction errors of �����
variability. 

• The amount of committed energy ������ is the same for both cases (i) and (ii). Indeed, 

the committed energy is identified based on the same expected values of �����. 

• Similar to the reliability indicators, the shortage and the imbalances are lower in the case 

(i) without technical failures than in the case (ii) with technical failures.    

• The revenues and performance ratio are higher in the case (i) without technical failures 

than in the case (ii) with technical failures.    

(iii – vi) RO based on PIs 

Note that using PIs characterized by large values of CP leads to the following effects: 

• The indicators LOLE and LOEE decrease with a consequent increase in the system 

reliability. 

• The amount of committed energy ������ decreases due to the underestimation of the 

possible values of �����. 
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• The shortage of energy decreases. For the cases (v) and (vi) the values of shortage are 

comparable. Indeed, even if most of the time the effect of failures is mitigated by the 

lower prediction bounds of PIs, their effect can be still sensible, especially when failures 

occur during the periods of high expected �����. In this case, the PIs with high CP 

provide comparable results. 

• Revenues of the WPP from the microgrid decrease. This indicates that even if the effect 

of prediction errors and failures is mitigated most of the time, the PIs underestimating the 

values of ����� results in a significant decrease of the amount of ������ and, 

consequently, the revenues. 

• Parts of the imbalances follow the behaviour of the shortage with a progressive decrease 

of its value, except for the case (vi). Indeed, the decrease of committed energy ������
with the shortage, comparable to case (v), increases the part of imbalances for case (vi). 

• The performance ratio increases, except for case (vi). This is due to the decrease of the 

revenues with the imbalance, comparable to case (v), which decreases the performance 

ratio for case (vi). 

Based on these observations several conclusions can be highlighted: 

• The optimization based on the PIs gives more reliable results in terms of decrease of 

LOLE and LOEE indicators, but at the expense of a decrease in the revenues from selling 

������. Revenues are higher for the case of optimization based on expected values of 

�����, even in presence of a penalty for the non-supplied energy. 

• Optimization based on large PIs, for example case (vi), penalizes the part of imbalance 

and performance ratio indicators. Indeed, the amount of committed energy ������
decreases, in correspondence of almost the same amount of shortage. 

Based on the analysis results, three representative cases from Table 2 were selected for a further 

detailed comparison with other optimization approaches, i.e., case (ii) of optimization based on 

expected values, case (iii) of RO based on PIs with CP = 56.3% and case (vi) of RO based on PIs 

with CP = 96% (i.e., two “extreme” cases, with low and high CP). Note that even if the case (ii) 

decreases the microgrid reliability, it provides promising results in terms of performance ratio. In 

this view, the optimization based on the expected values was also included for comparison with 
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the optimization approaches of [74], presented in Subsection 7.3. Note that the comparison, 

summarized in in Table 4, is done in terms of part of imbalance and performance ratio. The 

reliability indicators LOLE and LOEE have been not accounted in [74] and introduced in our 

paper as the additional indicators. 

7.3. Influence of the positive and negative imbalance 

The aim of this section is to compare the results of the part of imbalance and performance ratio 

obtained by the different prediction/optimization approaches, and reported in Table 2, with those 

in [74]. In this latter work, the authors considered the participation of a wind power producer in 

the Dutch electricity pool over the year 2002. The wind power data predictions (48 hours ahead 

point predictions) were obtained with a persistence prediction method in which the last measured 

value is applied for the look-ahead period, and a fuzzy-neural networks (Fuzzy-NN)-based 

approach is adopted to perform the prediction. In addition, the authors explored the methods of 

annual or quarterly trends estimation for regulation unit costs. The considered pool included a 

day-ahead market with a program time unit of 1 h, i.e., the period for energy quantity-price bids. 

The entrance or participant fees were not accounted for. The average spot and regulation prices 

on a monthly basis were accounted for following the market outcomes from 2002. It is important 

to note that possible positive and negative imbalances were accounted for.  

For comparing the performance indicators, we must account not only for the negative imbalance 

between the WPP and the microgrid, but also for the imbalance between the WPP and the 

external grid (mainly positive). To do so, we consider imbalance prices that are equal to the 

average yearly imbalance prices of [74]: 36% of the average yearly spot price for the positive 

imbalance and 13% of the average yearly spot price for the negative imbalance. Equations (48) - 

(50) was extended to integrate the cost generated by the imbalance between the WPP and the 

external grid. For comparison, three representative cases from Table 2 were selected, i.e., case 

(ii) of optimization based on expected values, case (iii) of RO based on PIs with CP = 56.3% and 

case (vi) of RO based on PIs with CP = 96% (i.e., two “extreme” cases, with low and high CP).   

Table 3 presents the results of committed energy, surplus, shortage and total revenues for the 

selected cases, accounting for their positive and negative imbalances. 
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Table 3. Influence of the positive and negative energy imbalances.  
 Optimization based 

on expected values 
RO based on PIs with 
CP = 56.3% 

RO based on PIs 
with CP = 96% 

Committed energy, kWh 41345.03 24766.33 7690.51 
Surplus, kWh 2206.92 9611.80 25892.33 
Shortage, kWh 12255.19 1382.44 98.24 
Total revenues, € 2223.48 1596.86 974.82 

It is observed that the ROs based on PIs decrease drastically the amount of committed energy. 

More precisely, due to the significant underestimation of the expected �����, the surplus of the 

sold energy for the case with CP = 96% is almost 3.4 times higher than the amount of committed 

energy, whereas the surplus for the case with CP = 56.3% is reasonable compared to the amount 

of committed energy. As it is expected, the observed energy shortage for the RO based on large 

PIs (CP = 96%) is smaller than for the RO based on PIs with CP = 56.3%. As a consequence, the 

total revenues for the case with CP = 56.3% are almost twice higher than the revenues obtained 

with the RO based on PIs with CP = 96%. 

The optimization based on expected values makes it possible to commit large amounts of energy. 

In comparison with the cases of RO, the amount of surplus is smaller, but the energy shortage is 

more significant. Nevertheless, the total revenues are higher for the case of the optimization 

based on expected values. 

To highlight the advantages of the optimization approach presented in this paper the comparison 

is done with the approaches from [74]: Persistence, Fuzzy – NN and Probabilistic Choice (PC) 

models. The Persistence prediction method consists in using the last measured power value (in 

[74] at 10:00) as a prediction for all look-ahead times. The use of Persistence and perfect 

forecasts can be seen as the most pessimistic and optimistic cases for trading wind power, 

respectively. Fuzzy-NN gives the possibility to generate the interval forecasts for several 

nominal coverage rates by using triangular fuzzy sets for modelling the different uncertainty 

regimes as a function of the level of predicted power [74], [82]. Fuzzy NN prediction model is 

regarded to provide a good alternative to statistical and other artificial intelligent prediction 

models since it is easy to construct, understand and calibrate. It also gives an ability to explain 

the relationship between response and input variables and, in some cases, handles ambiguity in 

the relations between variables. However, this prediction model is highly sensible to outliers, to 

the number of fuzzy rules and to the expert subjective opinion. Similar to Fuzzy NN, 
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Probabilistic Choice (PC) models can be easy constructed and calibrated [83]. In this view, the 

calibrations of PC with loss functions for different time periods, accounted in [74], gives the 

possibility to improve the optimization results in terms of the performance ratio. However, as in 

the case of Fuzzy NN this can reinforce the model sensitivity to outliers. 

These approaches have been selected for comparison, because they have been widely explored in 

the field of energy management in recent publications, e.g., NN based forecast of the 

environmental conditions ensemble with Fuzzy Logic based optimization of battery scheduling 

in the microgrid [82], Fuzzy NN for prediction of solar irradiation  and long-term ahead PV 

power output correction [84] and probabilistic models for predictive monitoring and energy 

management [11], [85]. The persistence technique is usually considered as a simple technique 

used as a reference to evaluate advanced approaches, which must be able to “outperform naïve 

techniques resulting from simple considerations without special modelling efforts” [86]. In this 

view, different papers are using the persistence approach  to highlight the efficiency of the 

developed approaches, e.g., model for predictive control and weather forecast for the efficient 

building climate control [87] and prediction approach of global solar irradiance [88]. 

In comparison with these approaches the optimization framework presented in this paper 

provides good performance regarding both the prediction and optimization modules. Indeed, a 

NSGA – II trained NN allows to generate, by using statistical data, a high range of PIs classified 

in the Pareto front by their width and coverage probability. This gives the decision-makers a 

large variety of PIs, which can be selected to feed the RO. The choice of the appropriate PIs can 

be done depending on the reliability constraints: when to increase system reliability the PIs with 

large width will be selected, when to decrease energy imbalances the PIs with small width are 

more suitable. 

Table 4 provides the comparison of results obtained with optimization based on PIs and the 

results from prediction and optimization approaches from [74]. 
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Table 4. Comparison with results from other approaches. 
# From our case study From [74] 

Expected 
values 

PIs with 
CP=56.3% 

PIs with 
CP = 96% 

Persistence Fuzzy-NN PC1 PC2 

Part of imbalance, 
% 34.98 44.39 337.96 

73.69 40.55 45.72 55.46 

Performance ratio, 
% 74.80 86.03 -37.24 

79.1 86.99 89.14 92.1 

PC1 – Method of trends estimation with Probabilistic Choice based on single loss function for the whole year [74]. 
PC2 – Method of trends estimations with Probabilistic Choice based on four different loss functions for the four 
quarters of year [74]. 

For the optimization based on PIs with CP = 96%, the part of imbalance is almost three times 

higher than the committed energy. The performance ratio for this case study, i.e., -36.63%, 

indicates that the total revenues are highly affected by the imbalances (large positive).  

For the optimization based on PIs with CP = 56.3% the part of imbalance and performance ratio 

are comparable with the results obtained with different approaches in [74]. 

An important observation is that the performance indicators for the case of optimization based on 

expected values are comparable with the case of RO based on PIs with CP = 56.3%. 

The drawbacks of the developed optimization framework can be the following. Similar to all 

data driven prediction model, a NSGA – II trained NN is sensible to the high data variability 

between training and unseen testing patterns, which can decrease the prediction accuracy. This 

problem can be avoided by using pattern recognition techniques or online learning. Another 

limitation lies in the way of accounting uncertainty by the RO, which is done at the cost of 

possible lower revenues for the energy generators and higher expenses for the energy consumers 

than those that could be obtained by optimizing over the expected values of the uncertain 

parameters. Future work will consist of investigating the influence of uncertain events on the 

microgrid performance and identifying the conditions under which the application of RO or 

optimization based on expected values is most advantageous. 

Based on the results comparison, provided in Subsections 7.2 and 7.3, it is shown that the 

proposed framework of RO based on PIs leads to a high system reliability, but at the expense of 

conservative results regarding the system revenues or expenses. In fact, the proposed framework 

allows the decision maker anticipating the worst possible realization of the uncertain parameters 

and to choose the best solution with respect to such a case. By so doing, the producer can plan its 
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energy scheduling strategy by committing less energy for sale while the consumer can  purchase 

more energy than it is likely to require. Indeed, among PIs selected for comparison, those with 

smaller width characterized by CP=56.3%  provide the best solution regarding the part of 

imbalance and performance ratio. However, the values of these indicators remain close to the 

ones obtained with an optimization based on expected values. Therefore, the fair question “what 

are the operational and environmental conditions for whose the results obtained from the RO 

based on PIs are suitable?” can be risen.  

To address this question a further analysis, aiming at evaluating the system performance for 

different levels of uncertainty affecting both operational and environmental conditions, has been 

started. These uncertainties can be broadly classified into two types: (i) uncertainty related to 

fluctuations of the operational and environmental conditions within expected and acceptable 

limits, which are typical conditions within a microgrid operation, and (ii) uncertainty related to 

extreme events. In the first case, the fluctuations of the operational and environmental conditions 

can be managed by optimization based on expected parameters values without particular 

performance degradation, as it can be observed in Subsections 7.2 and 7.3. In the second case, 

RO is expected to lead to management actions that guarantee the operation within safety 

margins. 

8. CONCLUSIONS 

We have extended a framework for microgrid energy management based on agent-based 

modelling, by introducing robust optimization (RO). The extension of the framework involves 

multiple agents and includes communication among the agents and handles uncertainties, e.g., in 

wind power output and components failures. For exemplification purposes, we have considered a 

microgrid connected to the external grid via a transformer, and which includes a middle-size 

train station with an integrated photovoltaic power production system, a small energy production 

plant composed of urban wind turbines and its surrounding district that includes residences and 

small businesses. Each of these components is modelled as an individual intelligent agent, which 

makes decisions guided by specific goals formulated in terms of cost or revenue functions. RO of 

these individual objectives has been performed under stochastic operational and environmental 

parameters. The prediction of the uncertainty associated to wind energy output and energy 
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demands of the train station and the district has been quantitatively accounted for by a Non-

dominated Sorting Genetic Algorithm (NSGA-II) trained Neural Network (NN) which provides 

prediction intervals (PIs). The proposed optimization framework allows evaluating the impact of 

different levels of uncertainty quantification on the prediction accuracy of the cost and revenue 

functions, and overall microgrid reliability. The imbalance cost was introduced to quantify the 

effect of prediction errors and failure occurrences of the wind generator.  

The reliability analysis performed for energy scheduling under different levels of wind power 

output uncertainty shows the strong improvement of the reliability indicators and decrease of 

energy shortage and surplus for the case of RO based on the PIs. However, the overall effect of 

the improved reliability is a decrease in the revenues of the energy producer by decreasing the 

amount of the committed energy. In this view, the optimization based on expected values of the 

wind energy output provides better results in terms of the part of imbalance and performance 

ratio indicators. Finally, the results obtained with the RO based on PIs are comparable with those 

from other prediction and optimization approaches. 

In summary, the original contributions of the work are:  

• the extension of the original agent-based model of the microgrid for integrating multiple 

energy generators and consumers with conflicting energy management objectives and 

limited access to information;  

• the use of RO based on data-driven estimated PIs for the quantification of the uncertain 

parameters. 

A strong point of the proposed framework is its flexibility to accommodate more complex 

models of the individual agents, e.g., to account for variations of charging and discharging 

efficiencies and energy losses due to battery degradations, or the refinement of the time step to 

account for short-term variations. 
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APPENDIX 

This section describes the models and assumptions made for the operational and environmental 

conditions of the microgrid. 

A.1. Passenger flow 

The passenger flow ����� (number/h) through TS at time t is the most important factor 

influencing the energy consumption of the lifting equipment, i.e., elevators and escalators. The 

passengers’ flow is provided by the TS operator, who takes in-situ real time records of the 

passengers flow during the opening periods of the TS , i.e., from 5 a.m. to 1 a.m. of the next day, 

with a time step of one hour. The typical passengers flow in the TS during week day and week 

day and week end is presented in Figure A.1. The two characteristic peaks during the working 

days related to the periods of high affluence of passengers going to work and coming back home 

can be noticed. The passengers’ flow during the week-end days is almost constant throughout the 

day, at a level which is around 15% of that of peak during working days.  
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a) 

b) 

Figure. A.1. Up and down passenger flow through the TS: a) working days; b) Saturday and 

Sunday. 

A.2. Solar irradiation 

The solar irradiation �� (W/m2) at time t affects the amount of energy required by the consumers, 

e.g., the inside and outside lighting of the TS, and also the energy output of PV panels. Different 

approaches have been proposed to model the behaviour of solar irradiation, e.g., probability 

density functions (PDFs), times series [89] and artificial neural networks [90].  

In the present work, we use the beta distribution to model solar irradiation. The beta distribution 

for describing solar irradiation for PV energy generation has been used in several scientific 
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papers [60], [89], [91] and shown to be a sufficiently flexible two-parameter distribution that can 

fit well empirical data under different conditions.  

Also, in general note that some assumptions (simplifications) in the modelling of the individual 

components have been guided by the interest of keeping the models, but physically meaningful, 

in order to concentrate on the development of the optimization framework and is verification. 

In the application of this paper, the average hourly solar irradiation data from [59] has been used 

to estimate the beta parameters.   

A.3. Wind speed 

The wind speed �� (m/s) at time t influences the energy output from the WPP. There are 

numerous approaches for modelling the wind energy source [92]. Among the most used are: the 

ARMA (auto regressive moving average) models [61], special correlation models [93] and NNs 

[34], [94], [95].  

In the application of this paper, to model the WPP we proceed as follows. The hourly wind speed 

data is obtained from [61], representative of an urban area equipped with a wind generator with a 

capacity factor of about 13%, i.e., the ratio between the actual wind energy output and the 

potential wind energy output if the wind turbine operates constantly at its nominal capacity. The 

wind speed data is transformed into wind energy output data using the cubic correlation of [62]. 

To account for the uncertainties, PIs for the wind energy output are estimated (Subsection 1.1) 

by a NN trained by a GA [34].   

A.4. Electricity prices 

The electricity prices are key operational variables for the expenses and revenues of the 

microgrid agents. In this work, the market electricity price &�� (€/kWh) is assumed variable in a 

way similar to the trend of the wholesale market price in France [96] lead to hourly electricity 

market prices higher during working days than during weekends, which is situation is typical for 

most electricity systems. However, in countries with strong electricity markets, which include 

producers, consumers and transmission companies, the correlation between electricity 

consumption and price decreases significantly (e.g., only 0.58 for UK). Moreover, the electricity 
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price of the individual regional market can be highly affected by other factors, e.g., fuel 

availability and transmission constraints. In this view, the existing speculations in the fuel 

markets can artificially increase the electricity price during the periods of low electricity demand 

(the case of some regions in UK). That is why, it is important to highlight this assumption in our 

paper. 

We assume that the grid offers fixed electricity price &�� (€/kWh) to purchase the energy from the 

agents. The electricity price &�� (€/kWh) is the price offered by the D to purchase the energy from 

the microgrid energy producers. A random noise is introduced to simulate the uncertainty in 

electricity prices.  
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ABSTRACT 

The present paper provides an extended analysis of a microgrid energy management framework 
based on Robust Optimization (RO). Uncertainties in wind power generation and energy 
consumption are described in the form of Prediction Intervals (PIs), estimated by a Non-
dominated Sorting Genetic Algorithm (NSGA-II) – trained Neural Network (NN). The 
framework is tested and exemplified in a microgrid formed by a middle-size train station (TS) 
with integrated photovoltaic power production system (PV), an urban wind power plant (WPP) 
and a surrounding residential district (D). The system is described by Agent-Based Modelling 
(ABM): each stakeholder is modelled as an individual agent, which aims at a specific goal, either 
of decreasing its expenses from power purchasing or increasing its revenues from power selling. 
The aim of this paper is to identify  which is the uncertainty level associated to the “extreme” 
conditions upon which  robust management decisions perform better than a microgrid 
management based on expected values. This work shows how the probability of occurrence of 
some specific uncertain events, e.g., failures of electrical lines and electricity demand and price 
peaks, highly conditions the reliability and performance indicators of the microgrid under the 
two optimization approaches: (i) RO based on the PIs of the uncertain parameters and (ii) 
optimization based on expected values. 

Keywords: microgrid, agent-based model, uncertain scenarios, robust optimization, power 
imbalance. 
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NOMENCLATURE 

� time step (h), 

�����  passengers flow through TS at time t (number/h), 

�� average solar irradiation at time t (W/m2), 

�� average wind speed at time t (m/s), 

	�
 energy required for inside and outside lighting in the TS at time t (kWh), 

	��
�� energy required for passengers lifting in the TS at time t (kWh), 

	��
� energy required for electronic equipment in the TS at time t (kWh), 

	��� total hourly required energy in the TS at time t (kWh), 

	�� total hourly required energy in the D at time t (kWh), 

���� available energy output from the PV generators installed in the TS at time t

(kWh), 

����� available energy output from the WPP at time t (kWh), 

���� and ���  portions of energy purchased from the external grid by the TS and D, 

respectively (kWh), 

���� and �����  portions of energy sold to the external grid by the TS and WPP, 

respectively (kWh), 

���� and �����  portions of energy sold to the D and generated by the PV panels of the TS 

and WPP, respectively (kWh),

���� and ������   energy levels in the TS battery at time t and t-1, respectively (kWh), 

��� and �����   energy levels in the D battery at time t and t-1, respectively (kWh), 

�������� energy portion that the TS battery is capable of charging or discharging 

during time t (kWh),  

�������  energy portion that the D battery is capable of charging or discharging 

during time t (kWh),  
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������ and ����� !�  binary variables which model that the TS battery can either only be 

charged or discharged at time t, 

����� and ���� !�  binary variables which model that the D battery can either only be charged 

or discharged at time t, 

����"�#   the maximum TS battery charge (kWh),  

���"�#  the maximum D battery charge (kWh),  

$ time horizon considered for the optimization (h), 

%�� and %�  total costs for TS and D, respectively, for time period T (€), 

%��� total revenue for WPP in time period T (€), 

&�� and &�� average hourly costs of purchasing and selling 1 kWh from the external 

grid, respectively, at time t (€kWh), 

&��  average hourly cost per kWh from the bilateral contract agreed with D at 

time t (€kWh).

' and ( coefficients defining the minimum amount of energy to be sold to D by TS 

and WPP, respectively, 

	)�� expected energy demand for D (for the moment, considered without 

uncertainty) at time step t, predicted by TS and WPP (kWh), 

�)��� and �)���� energy portions, which TS and WPP are ready to sell to D at time step t 

(kWh), 

�*���� level of uncertainty quantified for the RO at time t (kWh), 

������+, and ������
, upper and lower prediction bounds of WPP power output at time t, 

respectively (kWh), 

- simulation time period composed of Ns time steps of one hour (h), 

LOLE Loss of Load Expectation, characterizing the probability of unsatisfied 

electricity demand during -, 

LOEE Loss of Expected Energy, quantifying the expected amount of energy 

losses during -, 
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�� available capacity in the microgrid at time step t (kWh), 

	� energy demand in the microgrid at time step t (kWh), 

�.�/�� 0 	�1  probability of loss of load at time step t,  

	� 2 ��  energy portion that the system is not able to supply at time step t (kWh), 

������ and ������  portions of energy contracted by the WPP to the external grid and 

microgrid, respectively (kWh), 

������3 and ������3  actual portions of energy provided by the WPP to the external grid and 

microgrid, respectively (kWh), 

$���� imbalance cost generated by WPP at time step t (€), 

4�����3 energy imbalance generated by WPP at time step t (kWh), 

&���5 and &���� prices for positive and negative imbalances, respectively, at time step t 

(€/kWh), 

(6  and (� performance ratio calculated over a simulation period of Ns hours by 

normalizing the imbalance cost by the actual expenses / revenues 

calculated in the case of perfect forecast (%), 

$�7 and $8  constants denoting the average annual duration of high and normal wind 

conditions, respectively, over the time period $��� (h), 

9:7!8 /��1 and 9:8��" failure rates at high and normal wind conditions (occur./y), respectively, 

;�/��1 weight factor caused by severe weather, 

;�  and ;�� weight factors for hourly and daily variations, respectively,  

.:8��" reference restoration time during normal weather conditions, modelled as a 

random variable with lognormal distribution. 
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1. INTRODUCTION 

Renewable energies are promising solutions to the energetic and environmental challenges of the 

21st century [1], [2]. Their integration into the existing grids generates technical and social 

challenges related to their efficient and secure management. 

From this point of view, a closer location of generation and consumption sources in 

decentralized microgrids is expected to increase service quality for the consumers by decreasing 

transmission losses and the time needed to manage fault restoration and congestions. However, 

energy management can become critical in the microgrid, due to possible conflicting 

requirements or poor communication between the different microgrids elements [3]. Therefore, 

there is a need of frameworks for efficient microgrid energy management. 

A way to model microgrids and the related individual goal-oriented decision-making of the 

microgrid elements is that of Agent-Based Modelling (ABM) [4–6], which allows analysing by 

simulating the interactions among individual intelligent decision makers (the agents). The most 

widespread application of this modelling approach concerns the bidding strategies among 

individual agents, who want to increase their immediate profits through mutual negotiations and 

by participating in a dynamic energy market [7–10]. Recent studies show the extension of the 

ABM approach to more complex interactions in the energy management of hybrid renewable 

energy generation systems [6], [11], [12]. In these works, the long-term goals are focused on the 

efficient use of electricity within microgrids, e.g., the planning of battery scheduling to locally 

store the electricity generated by renewable sources and reuse it during periods of high electricity 

demand [11]. However, the decision framework is commonly developed under deterministic 

conditions, e.g., those of a typical day in summer.  

To account for the variability and randomness of the operational and environmental parameters 

of the energy systems, several optimization techniques have been progressively introduced for 

handling uncertainty [13]. Fuzzy mathematical programming models and their extensions have 

been developed for optimal management of hybrid energy systems [14], [15]. Stochastic 

programming models, where the uncertain parameters are described by probability distributions, 

and interval programming models, where the uncertainty is described by intervals [16], [17], 

have been used to deal with different sources of uncertainty in optimization problems, like 
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economic-energy scenarios planning [18], design of renewable systems for community energy 

management [19], and water quality and waste management [20], [21].  

In this paper, we propose an analysis of a microgrid energy management framework based on 

Robust Optimization (RO) previously proposed by the authors [22]. The analysis is intended to 

identify the conditions required for an optimal microgrid operation in presence of several sources 

of uncertainty, affecting the power output from renewable generators [23], the production costs 

[24], the electricity demand [25]. The uncertainty in the parameters is represented by Prediction 

Intervals (PIs), which are estimated by a Non-dominated Sorting Genetic Algorithm (NSGA-II) 

– trained Neural Network (NN) to provide lower and upper prediction bounds between which the 

uncertain values of the parameters are expected to lie for a given confidence level [26], [27]. 

The RO framework improves the reliability of the microgrid operation by selecting energy 

management actions that are optimal under the worst realization of the uncertainty conditions. 

However, this is done at the cost of possible lower revenues for the energy generators and higher 

expenses for the energy consumers than those that could be obtained by optimizing over the 

expected values of the uncertain parameters. The proposed analysis investigates the influence of 

uncertain events on the microgrid performance and identifies the conditions under which the 

application of RO or optimization based on expected values is most advantageous. 

The paper is organized as follows. Section 2 motivates for the analysis carried out. Section 3 

describes the models of the individual agents in the microgrid and the way that the uncertainties 

in the energy management parameters are accounted for. The procedure for the simulation of the 

uncertain scenarios and the definitions of the output quantities are discussed in Section 4 and 

Section 5, respectively. Section 6 applies the presented methodology to a reference microgrid 

system. Finally, the last section draws conclusions and gives an outlook on future research. 

2. MOTIVATION 

Two optimization approaches are considered: (i) optimization based on the expected values of 

the uncertain quantities (also called “deterministic” optimization) and (ii) RO based on PIs with a 

given Coverage Probability (CP).  

In a previous work [22], the authors have shown that the proposed framework of RO based on 

PIs leads to high system reliability, but at the expense of conservative results regarding system 
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revenues or expenses. In fact, the proposed framework leads the decision maker to anticipate the 

worst possible realization of the uncertain parameters and choose the best solution with respect 

to such a case. By so doing, the producer plans its energy scheduling strategy by committing less 

energy for sale while the consumer purchases more energy than it is likely required.  

The analysis proposed in this paper, aims at evaluating the system performance for different 

levels of uncertainty affecting both operational and environmental conditions. These 

uncertainties can be broadly classified in two types: (i) uncertainty related to fluctuations of the 

operational and environmental conditions within expected and acceptable limits. These are 

typical conditions for the microgrid operation, and (ii) uncertainty related to extreme events. In 

the first case, the fluctuations of the operational and environmental conditions can be managed 

by optimization based on expected parameters values without particular performance degradation 

[22]. In the second case RO is expected to lead to management actions that guarantee the 

operation within safety margins. This paper proposes methodology to simulate the uncertainty 

related to extreme events and to evaluate microgrid reliability and performance under different 

optimization approaches. 

To evaluate the performance of the proposed methodology, we adopt classical reliability 

indicators and the so called performance ratio to quantify negative / positive imbalances caused 

by the prediction errors. This analysis allows showing how the probability of occurrence of an 

uncertain event can influence the microgrid performance indicators. Thus, this analysis provides 

a way of identifying the level of uncertainty in the system upon which RO performs better versus 

an optimization based on expected values. 

3. MICROGRID ENERGY MANAGEMENT: THE 

PRACTICAL SETTING 

The reference system considered in this paper is the same as in [22]. It includes a middle-size 

train station (TS), which can play the role of power producer and consumer, the surrounding 

district (D) with residences and small businesses, and a small urban wind power plant (WPP). 

The goal of TS is to decrease its electricity expenses while satisfying its demand. To achieve 

this, the TS strategy includes the integration of renewable generators and energy exchanges with 

the local community to increase the power flexibility of the microgrid. Photovoltaic panels (PV) 
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have been shown to be an adapted and efficient technology for its implementation on large 

commercial, public buildings and transportation hubs [28], [29]. For the energy exchanges with 

local community, we consider only the possibility of exchange between the TS and the D. This is 

done to keep the model simple but also complete in order to properly illustrate the optimization 

analysis. Future work includes the modelling of the energy exchanges between the TS and the 

WPP. 

The goal of WPP is to increase its revenues from selling the electricity to the external grid and to 

the D. The latter is considered only as an energy consumer, with the goal of decreasing its 

electricity purchase from the external grid by prioritizing the purchase of electricity from local 

sources, i.e., the TS and the WPP. In addition, we assume that the TS and the D have the 

capacity to store electricity in batteries.  

For our current D model, we assume that the effect of locally installed renewable generators, in 

our case PV panels, can be neglected. The energy  generated with PV panels is around 0.8% of 

the annual energy consumption in 2012 for the considered area [30]. 

Only a synthetic description of the models of the individual agents of the microgrid is presented 

below; for more detailed information, the interested author can refer to [22]. Additionally, a 

detailed description of the optimization problems, the agents’ negotiation framework and the 

uncertainty model are provided in Appendix A.  

TS: The energy consumption 	��� (kWh) in the main passengers building is divided into a 

variable consumption, i.e. lighting and lifting depending on the solar irradiation and passengers 

flow, respectively, and a fixed consumption represented by plug-in electronic devices. The 

power required by the lifting equipment is calculated by using the methodology in [31], which is 

based on in-situ real time records of passengers flow. The electrical energy consumed by the 

lighting equipment is calculated based on the inside and outside luminosity (e.g., EN13272:2001 

UK) [32]. The total energy produced by PV ��<= (kWh) is calculated based on the solar 

irradiation and technical specification of PV module [33], [34].  

WPP: The total energy produced by the WPP ��><< (kWh) is calculated based on the wind speed 

data from [35], by using the cubic correlation described in [36]. 
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D: To simulate the energy consumption of the D, we use a top-down approach based on 

available statistical collections of electricity consumptions [37]. Models for the batteries 

charging/discharging are presented in Appendix A, i.e., eqs. (A.11) – (A.14) and eqs. (A.21) – 

(A.24) for the TS and D, respectively. 

In this work, the market electricity price &�� (€/kWh) is assumed to vary following a similar trend 

to the wholesale market price in France [38]. Moreover, we assume that the grid offers an 

electricity price &�� (€/kWh) to purchase the energy from the agents. Finally, the electricity price 

&�� (€/kWh) is the one offered by the D to purchase the energy from the other microgrid energy 

producers. 

Figure 1 a,b illustrates the structure of the management scheme and operation procedure of the 

microgrid. The outputs from the models of the individual components are used to forecast the 

energy demands of the TS and D, i.e., 	��� and 	��, the energy outputs of the WPP and PV, i.e., 

��><< and ��<=, and the electricity prices &��. These forecasted quantities feed the optimization 

models of the different decision-makers to determine their optimal decision variables, e.g., the 

battery scheduling and the energy portion to exchange between the agents and the upstream grid. 

In order to set up the price for the energy trading, the agents use 24-hours ahead predictions of 

the reference prices ( &�� ). Note that these predictions may not account for unexpected price 

variations. 
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a) 

b) 

Figure 1. Integrated framework: a) Structure of the management scheme; b) Operation 

procedure [39]. 
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The decision-making strategy for each agent is obtained by an optimization approach so that the 

expenses are minimized for the D and the TS, while the revenues are maximized for the WPP. 

These goals are achieved through strategic battery scheduling and the optimal selection of energy 

exchanges between the microgrid agents and the upstream electricity grid. Thus, the consumer 

aims to optimize its strategy considering a time horizon of 24 time steps, each of one hour 

duration. Similarly, at each time t, the microgrid energy producers (WPP and TS) and consumer 

(D) have the possibility to negotiate bilateral contracts of energy exchanges to achieve their 

goals. Note that in this paper demand-response mechanisms for the energy management are not 

considered. 

4. SIMULATION OF UNCERTAIN SCENARIOS  

In order to analyse the RO framework developed in [39], we have adopted the framework 

illustrated in Figure 2 that allows integrating uncertain events. 

Figure 2. Procedure for construction and test of scenarios with uncertain events. 

The step-by-step procedure is described in the following. The available statistical data of the 

parameters, such as wind power output of WPP or electricity demand for D and TS, is divided 

into two data sets: the first data set feeds a NSGA-II – trained NN for the estimation of the PIs; 

this provides a Pareto front of prediction solutions in terms of PIs with lower and upper 

prediction bounds between which the uncertain parameters are expected to lie with a given 
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confidence level [27]. The second data set is used to simulate the nominal variations of the 

considered parameter. From the Pareto front of the available solutions, one solution of PIs can be 

selected according to two characteristics, i.e., Coverage Probability (CP) and Prediction Interval 

Width (PIW), and be used to characterize the uncertainty feasible region in the RO (eqs. (A.1) – 

(A.34)). In parallel, the second data set representing the nominal profile of the considered 

parameter is updated with uncertain events. Note that the reference to the nominal profile of the 

parameter indicates that it is based on historical data and does not account for any uncertain 

events which can arise in the future. Finally, the updated nominal profile is tested to explore the 

effects that the level of uncertain events may have on the microgrid performance. This is done by 

comparing the two management strategies for the microgrid described in Section 3, i.e., 

optimization based on the expected values and RO based on PIs.  

The procedure for simulation of the uncertain events is briefly described in this section. 

4.1.  Wind storms and associated failures of the electrical lines 

We consider failures/repairs of the wind power generator and its auxiliary equipment, which are 

correlated with the wind speed intensity. In order to generate different profiles of wind speed, the 

procedure of Figure 2 is used:  

1) The initial profile of wind speed is used to sample storms with different probabilities of 

occurrence. The continuous increase of the storms probability allows generating wind 

speed profiles representing different levels of uncertain conditions. 

2) Each wind speed profile is analysed and the total expected failure rate and restoration 

time are computed. 

3) The obtained failure/restoration rates are used to simulate different scenarios of uncertain 

events.  

There are several statistical studies that provide detailed information about the annual downtime 

and failure frequencies of wind turbine components [40]. However, the reliability models 

describing wind correlated failures of wind turbines components are rare or inexistent. We 

should mention that there are a few examples that treat the influence of wind turbulence on rotor 

and pitch mechanism [41], and demonstrate that the wind turbine failure rates can be learnt by 

monitoring the wind characteristics [42]. 
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As described in [43], our work focuses on the simulation of wind speed-correlated failures in the 

overhead lines. This allows accounting for the increase of failures frequency and repair durations 

in presence of extreme environmental conditions [43]. The following equation defines the 

expected total failure rate 	?9/��1@: 
	?9/��1@ A �BC

�DED F 9:7!8 /��1 G �H
�DED F 9:8��"    (1) 

where $�7 and $8 are constants which denote the average annual duration (h) of high and 

normal wind conditions, respectively, $��� is the total duration of the simulation period (h), 

9:7!8 /��1 and 9:8��" are the failure rates (occur./y) at high and normal wind conditions, 

respectively, and % is a scaling parameter. Note that contrary to [43], we do not consider possible 

failures due to lightning events: therefore, eq. (1) accounts only for the increase of wind speed 

above a critical value. To describe the failure rate at high wind conditions, we use an exponential 

relationship between the failure rates of lines and wind speed: 

97!8 /��1 A /(� F IJK�D 2 (L1 F 9:8��"    (2) 

where �� is the wind speed (m/s) at time t,  %� (M� (L are scaling parameters and 9:8��" is the 

constant failure rate during normal weather conditions. The restoration time for the overhead 

lines is defined as follows: 

.� A ;�/��1 F ;� F ;�� F .:8��"      (3) 

where ;�/��1 is a weighting factor caused by the severe weather, ;�  and ;�� are weighting factors 

for hourly and daily variations, respectively, and .:8��" is the reference restoration time during 

normal weather conditions modelled as a random variable with a lognormal distribution:  

;�/��1 A NO�:::::::::::::::::::::::::::::::::::::::::::P;:�� 0 ��!�
O G QF/�D��RSTD1�UHESV �::::::::::::::::::P;:�� W ��!�     (4) 

For this model, the scaling parameters and weight factors were defined through the analysis of 

real data in [43]. 

The drastic increase of the wind-caused failure rate is simulated and validated with real data for 

wind speeds higher than the critical one [44]. According to different studies, the critical wind 
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speed above which the expected failure rate of the electrical lines increases is around 8 m/s [43], 

[44]. Based on this indication, Figure 3 a, b illustrates the occurrence and duration rates of 

discretized wind speeds for the nominal profile. The grey bars indicate normal wind speed 

conditions, while the black ones are related to severe wind speeds (storms) conditions.  

a) b)

Figure 3. Analysis of nominal wind speed profile: a) occurrence rate and b) duration rate of 

discretized wind speeds. 

To inject the increase in the frequency of lines failures due to wind storms, the level of wind 

speed in the nominal profile is artificially raised. To simulate the wind ‘peaks’, we focus on the 

maximum wind speed magnitude of the profile of Figure 3 a, i.e., 15 m/s. The initial occurrence 

rate of such wind speed magnitude has been progressively increased, as reported in Table 1. The 

exponential distribution is used to model the time between storms occurrence, which are 

considered statistically independent events [45]. The mean duration of maximum wind speed 

magnitude is fixed. 

Table 1. Failure and repair rates of overhead lines for different wind speed conditions. 

# of wind speed 
profile 

Wind storms Overhead line failures 
Occurrence rate, 
occur./time period 

Duration rate, 
occur./time period 

Total expected 
failure rate (MTTF, 
h), occur./time 
period 

MTTR, h 

a. Initial wind speed 
profile 0.001 

0.5 

0.5619 (3097) 2.15 

b. 0.01 0.8369 (2086) 2.31 
c. 0.1 3.4982 (499) 3.95 
d. 1 10.3420 (168) 8.18 
e. 10 11.6372 (154) 9.01 
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As seen in Table 1, the increase of the wind storms occurrence rate generates the decrease of the 

MTTF and the increase of the MTTR of overhead line failures. 

4.2. Energy demand and price peaks 

4.2.1. Energy demand peaks 

The importance to forecast the energy demand peaks and evaluate their impact on the 

performance and reliability of energy systems was initially emphasized in [46], and explored in 

other reports and scientific works for various reasons, i.e., (i) the increasing concern about 

electric system reliability and growing trend towards energy efficiency as a resource [47]; (ii) 

emergence of new market structures and opportunities for monetary compensation of  sources of 

system reliability [47], [48]; and (iii) increased adoption of advanced metering and 

communication technologies that make it easier and less costly to evaluate peak demand impacts 

[49].  

Energy demand is primarily influenced by weather conditions, i.e., temperature and hours of 

daylight, as well as other consumption patterns such as number of business hours and school 

holidays. In this view, the temperature typically drives electric demand especially among 

residential consumers, who can use more than half of the electricity during the peak hours of the 

coldest or hottest days (regulation of household temperature). However, the consumption peak 

can also be influenced by other parameters, e.g., special calendar events and demographics. 

Moreover, peaks’ shifting during the day is possible during the day due to the adoption of smart 

grid technologies, e.g., massive plug-in of the electrical cars. Therefore, the prediction of the 

energy consumption patterns remains an important challenge, mainly because of the absence of 

sufficient amount of statistical data. For these reasons, the increase of the consumption peak 

occurrence and intensity are difficult to forecast with statistical models. Different works develop 

numerical tools to forecast the increase in energy demand peaks, e.g., statistical tools capable to 

capture unexpected extreme intraday increases by using available statistical records of energy 

demand [50], parametric models to predict long-term peaks correlated with weather, economic 

and demographic parameters of a particular area [51] or Bayesian estimation techniques to 

predict energy consumption peaks in transportation systems [52].The statistical forecast 

approaches are based on the so-called normal profiles of the statistical parameter, e.g., energy 
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consumption or temperature, which do not account for a possible increase of the peak occurrence 

and magnitude in the future [53]. Moreover, the multi-parameters time series models accounting 

for weather-induced effects, daily/weekly/yearly seasonality, special calendar events and in some 

cases, the variation of GDP and demographics of the geographical areas, provide a more accurate 

forecast for peak occurrence and magnitude [54–56]. Different research papers and reports [57], 

[58] situate the main energy demand peak timing period from noon to 6 p.m. Off-peak occurs 

from 9:30 p.m. to 8:30 a.m. and the rest of hours are considered to be the partial peak. 

In our case, the prediction of electricity demand, which is done by using the nominal profile of 

the consumption, does not allow using the forecast model to simulate the increase of energy 

consumption peaks. The uncertainty in variations of the energy demand is, thus, artificially 

simulated by increasing the daily peaks during the peak hours. For this purpose, we assign the 

probability of peak occurrence to each day during a week by using the probabilistic approach 

described in [54]. According to this approach, which is validated with real statistical data, the 

working days, i.e., from Monday to Thursday, hold the highest probability of peak occurrence, 

which can vary from 0.05 to 0.15 depending on the season (Figure 1 a). It also provides the pdfs 

of the magnitude of peak electricity demand (Figure 4 b).  

a) 
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b) 

Figure 4. Example of the probabilistic forecast of the load peak year 2000 [54]: a) Occurrence 

probability on various dates in December; b)pdf for forecasted values of load peak. 

Based on the conclusions presented in [54], we account for the possibility of peak occurrence 

only from Monday to Thursday. To generate scenarios with different level of uncertainty in 

energy demand, we assign a constant probability of peak occurrence from Monday to Thursday 

which we progressively increase, i.e., the scenarios tested here have 0.1, 0.2, 0.4, 0.6 and 0.8 

probability of peak occurrence.  Given the particular characteristics of the presented distribution, 

we assume that the peaking values of energy demand are normally distributed. In this view, the 

nominal value of each peak is calculated by assuming the same proportional standard deviation 

and a maximum value for the load peak of about 4% [54]. 

4.2.2. Energy price 

The analysis of recent trends related to household energy bills shows a significant increase of 

electricity prices. For example, in the UK the increase of the energy bill is estimated to be around 

20% since 2007 [59]. Moreover, the particular geographical location, implying sometimes 

particular microclimate conditions, as well as different electricity network configurations or 

energy generation portfolios, are able to generate important variations on the energy prices as it 

is already the case of the different UK regions [60]. In addition, the further development of  

Smart grids is regarded to be a main driver of the increase of the household energy bills [59]. 

However, even in countries with strong electricity markets, where producers, consumers and 

transmission companies are involved in the price formulation, the correlation between energy 

demand and price remains important (e.g., 0.58 for UK). Indeed, important investments, that are 
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directed to upgrade the existing infrastructure to help the network support demand during peak 

times and to avoid power outages, are one of the causes of the increase of electricity prices. 

Therefore, in this paper the increase of the energy demand peaks is explored jointly with the 

increase of the electricity market price especially when the variations in market electricity prices 

allow following the trend of the energy demand curve, i.e., during working days rather than 

during weekends. 

This increase of the energy demand peaks is assumed to be followed by an increase in the 

electricity price from the upstream grid. The electricity tariff from the external grid adopted for 

this case study is a tariff structure for commercial utilization, which is made up of a basic charge, 

a daytime unit rate, a night unit rate and a peak charge. This tariff is introduced in [57] and 

adopted in [61]. By assuming that the energy demand of the D 	�� follows the same trend than 

the energy demand profile in the upstream grid, we can adopt a similar assumption regarding the 

proportional correlation between the daily electricity market price and the daily energy demand 

[57], [61], [62].This is done to simulate the variations in the upstream market price. However, it 

is important to highlight that during the peaks of electricity demand, the electricity price can be 

no longer proportional to demand, but rise drastically. This Critical Peak Price (CPP) represents 

a dynamic rate that is dispatched for the utilities based on real-time capacity conditions. The 

value of the critical peak price is several times higher than the usual price applied during the off-

peak periods, e.g., CPP rate is 6 - 7 for [63], [64]. The objective of this price increase can be to 

reduce the electricity consumption during critical times [63], [65]. 

In this paper, we are not focussing on demand-response management techniques, but on 

evaluating the expenses paid by the consumers in case of an inaccurate prediction of the energy 

consumption. For this, we have tested different values of the critical peak price, applied during 

the peak period from noon to 6 p.m. 

5. OUTPUT INDICATORS 
In this section we present the indicators used to evaluate microgrid performance and reliability. 

5.1. Microgrid reliability 

The overall microgrid performance is evaluated in terms of classical adequacy assessment 

metrics, which characterize the ability of the DG system energy capacity to meet system demand 
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in presence of uncertainty [66]. Specifically, Loss of Load Expectation (LOLE) is used to 

characterize the probability of unsatisfied electricity demand and Loss of Expected Energy 

(LOEE) to quantify the expected amount of energy losses for Ns time steps of one hour: 

�X�	 AY �.�/�� 0 	�1Z�
�[\

(5) 

�X		 AY �.�/�� 0 	�1 F /	� 2 ��1Z�
�[\

(6) 

where �.�/�� 0 	�1 is the probability of loss of load at time step t, �� (kWh) is the available 

capacity at time period t, 	� (kWh) is the energy demand at time step t, in our case defined as 

follows: 

�� A ��� G ���� G ���� G ����� G ���� !� F ������� G ����� !� F �������� ::::::::::::::::::::::::::::]� (7) 

	� A 	�� G 	��� G ����� F ������� G ������ F �������� ::::::::::::::::::::::::::::]� (8) 

The available power capacity of the microgrid �� (eq. 7) represents the sum of the electricity 

produced by all generation units at time step t. In our case, �� accounts for the amount of energy 

purchased from the external grid (i.e., ��� and ����), produced by the local generators (i.e., ����
and �����) and discharged from the batteries (i.e., ���� !� F �������and ����� !� F ��������). 

5.2. Microgrid imbalance 

The renewable generators installed in the microgrid, i.e., WPP and PV power production in TS, 

are committed to provide  ����� and ����to the D, and ����� and ����to the upstream grid. The 

non-supplied energy can generate reliability problems for the microgrid and the upstream grid. 

By taking into account the prediction errors and/or the mechanical failures of the renewable 

generators, their common revenues for time step t are formulated as: 

%�̂ �< A /������ G �����1 F &�� G /������ G �����1 F &�� G $�̂ �<::::::::::::::::::::::::::::]� (9) 

where ������, �����, ������ and ����� (kWh) are the contracted amounts of energy provided by 

the WPP and PV to the external grid and microgrid, respectively, $�̂ �< (€)  is the imbalance cost 

of the renewable generators defined as follows: 

$�̂ �< A /4�_D̀ aa�3 G 4�_Dab�31 F &���5c� G /4��D̀ aa�3 G 4��Dab�31 F &���5c� (10) 
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where 4��D̀ aa�3
, 4��Dab�3, 4�_D̀ aa�3

 and 4�_Dab�3 (kWh) are the imbalances for time step t calculated as 

the difference between the actual amount of energy (kWh) that the renewable generator can 

supply and the level of contracted energy (kWh). The prices &���5c� and &���5c� (€/kWh) are the 

imbalance prices for positive and negative imbalances, respectively, at time step t. 

Note that the expenses of D are defined similar to the revenues of the renewable generators: 

%�̂ �d A ���� F &�� G /������ G �����1 F &�� G $�̂ �d::::::::::::::::::::::::::::]� (11) 

where ����, ������ and ����� (kWh) are the contracted amounts of energy from the external grid 

and local renewable generators, respectively, and $�̂ �d (€)  is the cost paid to supply the peak 

electricity demand. 

Again, note that the formulation of revenues accounting for the imbalance cost is done for 

contract durations of one hour. 

To define the formulation of the imbalance prices, we have reviewed the existing imbalance 

tariff structures and regulation mechanism of European countries [67] such as Belgium, 

Netherland, France and Spain. Among the existing formulations, the definition of imbalance 

price in Spain is taken as example because of its simplicity, whereby the imbalance price is equal 

to a certain proportion of the spot price [68], [69]. In the numerical application that follows 

(Section 6), we have tested different imbalance prices to analyse the influence on the 

performance. 

To evaluate the impact of the imbalance cost on the renewable generators revenues, we introduce 

the performance ratio (� (eq. 12), which is calculated over a simulation period of Ns hours. Note 

that (� is computed by normalizing the total imbalance cost generated by the renewable 

generators by the revenues that would be obtained in the case of a perfect forecast [68]. To 

evaluate the impact of the load and price peaks, the coefficient (6  (eq. 13) is calculated similar to 

(�, i.e., normalizing the imbalance cost generated during the peaking periods by the expenses 

that D would pay in case of a perfect forecast: 

(� A eO 2 f g$�̂ �<gZ��[\f h/������ G �����1 F &�� G /������ G �����1 F &��iZ��[\
j F Okkl (12) 
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(6 A eO 2 f g$�̂ �dgZ��[\f h���� F &�� G /������ G �����1 F &��iZ��[\
j F Okkl (13) 

The proposed performance ratios are expressed in percentage, i.e., (�� (6 : m /k�Okkn. For perfect 

predictions, i.e., when deviations from committed energy are null, performance ratios are 1kkl. 

In general, microgrids can operated in two modes: the grid-connected mode and the islanded 

mode. In the grid-connected mode, the microgrid can trade power with the upstream power grid 

to solve the power imbalance. On the other hand, power imbalances in the islanded mode can be 

solved by decreasing the total output of the distributed generators (DGs), or by load-shedding, 

which is an intentional load reduction [70]. In our paper, we focus on the grid-connected mode. 

Therefore, the power imbalances are accounted inside the microgrid and between the microgrid 

power producers and the upstream external grid.  

6. NUMERICAL CASE STUDY 

As discussed in Subsection 3.3, the PIs of the available wind energy output �����, and energy 

demands 	��� and 	�� are estimated by a NN trained by a NSGA-II with respect to two 

objectives: the coverage of the PIs (to be maximized) and their width (to be minimized) [27]. 

This optimization gives rise to the Pareto fronts depicted in Figure 5, from which different 

solutions can be selected and used in the energy management by RO. Note that these solutions 

differs on the PIW and on their corresponding coverage probability and were also used in paper 

[39]. 

a) b)
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c) 

Figure 5. Pareto fronts of PIs: a) �����, b) 	��� and c) 	��. 

The comparison of the optimization results obtained with the RO based on PIs with (i) CP = 96% 

and (ii) CP = 56.3% shows that PIs with high CP decrease drastically the amount of committed 

energy [39]. This is due to the large width of the PIs characterized by high CP, i.e., 96%, which 

forces the RO to provide a very conservative solution. As a consequence, the producer plans its 

energy scheduling strategy based on the worst possible realization of the available power 

production and thus commits less energy for sale; at the opposite, the consumer anticipates the 

worst possible realization of its uncertain consumption and, thus, it purchases more energy than 

it will probably be required in the future. As a consequence the performance ratio of the RO 

based on the PIs with high CP = 96% is very low. On the contrary, the optimization based on the 

PIs with low CP = 56.3% considers “less extreme” worst realizations and, thus, provides 

adequate results in terms of performance ratio, comparable with results of other optimization 

techniques [68], and achieves satisfactory values of the reliability indicators, i.e., LOLE and 

LOEE, in comparison with these achieved by the optimization based on expected values.  

In this view, for the following we consider and analyse the performance of the RO based on the 

PIs with moderate CP in the range of 50 – 60%. The PIs used for the prediction of the electricity 

power output are selected from the Pareto front (Figure 5 a) of the available solutions, with PIW 

and CP equal to 0.0535 and 56%, respectively. The PIs used for the electricity demand prediction 

are selected from the Pareto front (Figure 5 c) of the available solutions with similar 

characteristics than the PIs used for the wind power output prediction, i.e., PIW = 0.0518 and CP 

= 50.5%. 
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To account for the variations of the electricity prices &��, &�� and &��, the lower and upper bounds 

of their associated PIs have been assumed to be the ±10% of their expected values. Similarly, the 

variations of ���� have been accounted for by setting the lower and upper bounds of the PIs to 

±5% of their expected values. Note that these  PIs widths have been fixed based on the accuracy 

of a 24-hours ahead prediction  for the electricity prices [71] and the PV energy output [72]. 

The optimization based on the expected values has been performed also; as it was discussed in 

Appendix A.1, by considering the mean of the PIs as a point estimate of the uncertain quantity of 

interest. Note that the effect of the electrical lines failures and the increase of the energy demand 

and prices peaks will be explored separately from each other. 

6.1. Impact of wind storms and associated lines failures

Based on Table 1, five case studies are considered under the following assumptions: 

• Failures of the electrical lines are considered to occur within the microgrid.  

• The same initial wind speed profile was used for the sampling of overhead line failures 

with different MTTF and MTTR. Indeed, the use of the wind speed profiles with the 

artificially increased wind speeds for the different case studies, renders a higher wind 

power output and, consequently, the performance ratio over the simulation period is 

increased. This disturbs the output indicators, such as the performance ratio, by hiding the 

effect of the overhead lines failures. 

• The failures/repair rates of the generation units inside the microgrid, i.e., PV and WPP, 

are considered constant and of the same values as in [39]. 

For the point estimation of the wind energy output ����� , which is used for the optimization 

based on the expected values, we use the mean of the considered PIs with CP = 56.3%. The 

results obtained by the simulation of the agents dynamics on a period of 1680hτ =  have been 

calculated as the average over Ns = 20 simulations, which is a sufficiently large number of 

simulations to efficiently determine the convergence of the different indicators. The convergence 

is evaluated by considering the difference between two successive values of the indicators 

moving average where a threshold value of 2% is used. 
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Figure 6 a,b shows the variations of the shortage and surplus in percentage of the total amount of 

committed energy under different conditions of failures and repairs using the RO and the 

optimization based on expected values.  

a) b) 

Figure 6. Variations of shortage and surplus proportions in percentage of the total amount of 

committed energy using RO based on the PIs and deterministic optimization based on the 

expected values: a) Shortage; b) Surplus. 

As it can be observed in Figure 6 a,b, the increase of the MTTF associated to the electrical lines 

increases the number of shortages in the grid, and this is common to both optimization 

approaches. With the increase of the probability of electrical lines failure, i.e., of the ratio 

MTTF/MTTR, the proportions of shortage tend to the values 9.59% and 10.54% for RO based on 

the PIs and optimization based on the expected values, respectively. This indicates that the RO 

based on the PIs with moderate CP efficiently account for shortage up to a certain level of the 

probability of the uncertain events occurrence. Note that the energy shortage due to large failure 

rates of the electrical lines optimized by RO based on PIs tends to the results provided by the 

optimization based on expected values. In order to increase the robustness to failures, PIs with 

higher CP would have to be used. 

At the same time, the surplus caused by the low available wind power used by the RO remains 

almost the same, with a minor increase of about 1% between a MTTF/MTTR of 3097/2 and 

154/9, respectively. This increase is due to the increase of the electrical line failures between D 

and the other microgrid players, which results in the rise of the energy surplus in the microgrid. 
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It is important to highlight that the RO based on the PIs is generally characterized by smaller 

shortages and a higher surpluses than the optimization based on the expected values. 

Due to the particular characteristics and data of the case study considered in this paper, the 

negative imbalance is smaller than the positive imbalance. In this view, the variations in the 

negative imbalance generate a small impact on the performance ratios (12) and (13), which show 

a decrease of 0.66 and 1.02% between a MTTF/MTTR of 3097/2 and 154/9, for the RO based on 

the PIs and the optimization based on the expected values, respectively. Note that the surplus and 

shortage values depend on different microgrid parameters, i.e., the microgrid structure and 

characteristics, strategy of the agents, optimization constraints, etc. In this view, the higher the 

shortage the higher impact on the performance ratios, especially for the optimization based on 

the expected values, which is more sensible to the negative imbalances. 

Table 2. Performance ratios (� of the RO based on PIs and the optimization based on the 

expected values.

% 10 20 40 60 80 100 120 140 160 180 200 220 240 

30
97

/2
 

RO 97 96.6 95.7 94.9 94.1 93.2 92.4 91.6 90.7 89.9 89.0 88.2 87.4 

D 97.5 96.7 95.2 93.6 92 90.4 88.8 87.2 85.6 84 82.4 80.8 79.2 

15
4/

9 RO 96.4 95.2 93.3 91.2 89.2 87.1 85 83 80.9 78.9 76.8 74.7 73.1 

D 97.1 95.7 93.7 91.4 89.1 86.8 84.6 82.3 80 77.7 75.4 73.2 70.9 

Table 2 provides the information about the values of the performance ratios (� of the RO based 

on the PIs and the optimization based on the expected values obtained for the two extreme 

scenarios presented in Table 2, i.e., MTTF/MTTR of 3097/2 and 154/9, respectively. As it can be 

observed, both optimization approaches provide good performance, which is comparable to the 

performances of different approaches tested in [68]. The RO based on the PIs becomes more 

advantageous with the increase of the negative imbalance price (bold values). 

Based on the results in Table 2, the variation of the performance ratio (� depends not only on the 

energy shortage and surplus, but also on the spot and upstream electricity prices. Figure 7 

illustrates the variation of the difference between the performance ratios obtained for the RO 

based on the PIs and the optimization based on the expected value for two extreme scenarios, 

i.e., MTTF/MTTR of 3097/2 and 154/9, respectively. Note that in Figure 7 the percentage of the 

price for the positive imbalance is considered to be 5% of the spot price. The Standard Deviation 
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(SD) is used to quantify the uncertainty of the performance ratios in the Ns = 20 scenarios 

summarized in Table 1. 

Figure 7. Performance ratio (� differences for RO based on PIs and optimization based on the 

expected values. 

It can be observed that with the increase of the negative imbalance price, the network optimized 

by RO based on the PIs gains in profitability in terms of performance ratio. This profitability is 

even more evident for the case of MTTF/MTTR = 3097/2. For the case of MTTF/MTTR = 

154/9, the performance ratio of the RO based on the PIs shows a small increase and remains 

close to the performance ratio obtained with the optimization based on the expected values. 

According to the reliability indicators, shown for the two considered scenarios in the right part of 

Figure 7, the RO based on the PIs holds the lowest LOLE and LOEE for both scenarios. The 

increase of MTTF from 3097 to 154 h decreases the reliability indicators for both optimization 

approaches. However, the RO based on the PIs is more reliable in comparison with the 

optimization based on the expected values. 

Figure 8 a-d shows the variation of the performance ratio in a three-dimensional coordinate 

system defined by the following axes: percentage of the negative imbalance price (%), 

MTTF/MTTR (h) and the difference between the performance ratio values calculated for the RO 

based on the PIs and the optimization based on the expected values (%). The performance ratio 

difference provides a visual illustration of the profitability for the two approaches: the white bars 
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(negative values) show the advantage to use the optimization based on the expected values over 

the RO based on the PIs and the grey bars (positive values) indicates a better performance of the 

RO based on the PIs. Each figure plots different values for the positive imbalance prices.  

a) 

b) 

c) 
d)

Figure 8. Performance ratio differences for RO based on PIs and the optimization based on the 

expected values depending on the negative imbalance price and MTTF/MTTR for different 

percentages of spot price for the positive imbalance: a) 5%; b) 10%; c) 20%; d) 30%. 

As it can be observed in Figure 8 a, the increase of the negative imbalance price makes the use 

of the RO based on the PIs more profitable in terms of the performance ratio (starting with 40% 

of average spot price for the negative imbalance). This profitability becomes significant as the 

rates of failures occurrence are lower, i.e., MTTF/MTTR = 3097/2 h. Note that the advantage of 

RO slightly decreases with the increase of the MTTF of the electrical lines due to the increase of 
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the negative imbalance part (cf. Figure 8 a). The increase of the positive imbalance price 

compensates progressively the penalty paid for the negative imbalance and reduces the 

advantage of the RO based on the PIs.  

We have to underline once again that the performance ratio characterizes the microgrid revenues 

in presence of negative and positive imbalances. However, these results highly depend on the 

election on the model parameters, i.e., the microgrid structure and characteristics, strategy of the 

agents, optimization constraints, etc. 

6.2. Energy demand and prices peaks 

We tested different values of the peak price applied during the peak periods, i.e., from noon to 6 

p.m. Table 3 recalls the performance ratios (6  of the RO based on the PIs and the optimization 

based on expected values obtained for two extreme peak occurrence probability scenarios: 0.1 

and 0.8.  

Table 3. Performance ratios and reliability indicators for the RO based on PIs and the 

optimization based on expected values.

%/ CPP rate 1 2 4 6 8 

Pr
ob

ab
il

it
y 

of
 p

ea
k 

oc
cu

rr
en

ce
 0.1 

RO 94.56 94.35 93.94 93.54 93.16 

D 95.74 95.23 94.29 93.44 92.66 

0.8 
RO 92.3 90.33 87.7 86.02 84.85 

D 92.51 89.87 86.57 84.58 83.25 

As it can the observed, the increase of the probability of peak occurrence generates a decrease of 

the performance ratio (6 . Additionally, the increase of the CPP rate degrades the performance 

ratio for both RO based on the PIs and the optimization based on the expected values. It can be 

noticed that the RO based on the PIs becomes more advantageous with the increase of the CPP 

rate (bold values). 

Figure 9 illustrates the influence of the progressive increase of the probability of the load peak 

occurrence on the output indicators. 
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Figure 9. Performance ratio (6  differences for RO based on PIs and optimization based on the 

expected value. 

It can be observed, that with the increase of the probability of peak occurrence, the RO based on 

the PIs performs better in terms of the performance ratio (6 . This profitability is even more 

evident for the case of a maximum CPP rate. Moreover, the peak of profitability for the RO is 

situated at a probability of peak occurrence of 0.6. The progressive increase of the probability of 

peak occurrence will decrease the performance ratio (6  obtained with the RO. According to the 

reliability indicators, shown for two extreme scenarios of 0.1 and 0.8 of probability of peak 

occurrence, the RO based on the PIs holds the lowest LOLE and LOEE for both scenarios. The 

increase of probability of peak occurrence from 0.1 to 0.8 degrades the reliability indicators for 

both optimization approaches. However, the RO based on the PIs is more reliable in comparison 

with the optimization based on the expected values.

7. CONCLUSIONS  

The present paper provides an extended analysis of microgrid energy management under two 

optimization frameworks: Robust Optimization (RO) based on Prediction Intervals (PIs) and 

optimization based on expected values. The considered frameworks are exemplified on a 

microgrid including the following stakeholders: a middle-size train station (TS) with integrated 
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PV power production system (PV), a urban wind power plant (WPP), and a surrounding 

residential district (D). The system is described by Agent-Based Modelling (ABM), in which 

each stakeholder, modelled as an individual agent, aims at a particular goal, i.e., decreasing its 

expenses from power purchases or increasing its revenues from power selling. 

The proposed analysis allows evaluating the impact of different levels of uncertainty on the agent 

expense and revenue functions, as well as on the overall microgrid reliability. Furthermore, the 

imbalance cost has been introduced to quantify the effect of prediction errors and failure 

occurrences. The analysis shows how the probability of occurrence of some specific uncertain 

events, e.g. failures of electrical lines and electricity demand and price peaks, highly conditions 

the reliability and the performance indicators of the microgrid under the two optimization 

approaches: RO based on the PIs and optimization based on expected values. 

In particular, the proposed methodology allows identifying the level of uncertainty in the 

operational and environmental conditions upon which RO performs better than an optimization 

based on expected values.  

This analysis is intended to assist decision-makers to select microgrid energy management 

actions that provide an adequate trade-off between system reliability and economic performance. 

Regarding the results obtained in the numerical case study considered, the following conclusions 

have been drawn: 

• The reliability analysis performed for different levels of wind power output uncertainty 

shows a strong improvement on the reliability indicators if RO based on the PIs is used 

• As it was expected, the increase of the probabilities of uncertain events, i.e., failure of 

electrical lines, frequency of electricity peaks and increase of electricity price during 

peak-hours, shows the advantage of RO based on the PIs in comparison with an 

optimization based on the expected values.  

• The price variations play a significant role in the system’s performance. In particular, 

with an increase of either the price for the negative imbalance or the peak-hours price, the 

RO shows a clear advantage in comparison with the optimization based on expected 

values. Thus, there is a threshold probability of uncertain events occurrence above which 

RO based on PIs performs better, which strongly depends on the price variations. 
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• In addition, there is a second threshold probability that indicates some limitations of the 

RO based on the PIs. In particular, the PIs considered in this paper, which are obtained 

from a CP of about 50% , efficient up to certain level of the probability of the uncertain 

events occurrence. 

The adoption of RO based on the PIs or optimization based on expected values must be guided 

by the knowledge on the environmental and operational conditions of the microgrid under study. 

Future research will consider the development of hybrid optimization frameworks, for switching 

between different optimization techniques by considering the different environmental and 

operational conditions of the microgrid that may be expected at different times. 
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APPENDIX A 

A.1. Optimization framework 

For completeness of the paper, we present the optimization framework as considered in [22] and 

here taken for our analysis. The decision-making strategy for each agent, identified by the use of 

RO, is based on the expenses minimization for the D and TS and the revenues maximization for 

the WPP. The approach adopted in this paper allows the linear formulation of the robust 

counterpart of an optimization problem [17]. The RO of energy scheduling for the TS, WPP and 

D, where the objective functions to be optimized are formulated in terms of expenses for the TS 

(eq.(A.6)) and D (eq.(A.18)), and revenues for the WPP (eq.(A.30)), are posed as follows. 
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Train Station 

Minimize opq
s.t.    

2���� G ���� G ������ F �������� 2 ����� !� F ��������G���� 2 ���� F r�85� G 	��� F r�85M
G s���7�� F t���7�� G u��Dab G u�vDwx y k::::::::::::::::::]�

(A.1) 

s���7�� G u��Dab W �*��� F z��Dab � :s���7�� G u�vDwx W 	*��� F z�vDwx ::::::::::::::::]� (A.2) 

2z��Dab y r�85� y z��Dab � 2z�vDwx y r�85M y z�vDwx ::::::::::::::::]� (A.3) 

���� G ���� 2 ���� F r�85� G s�{!�� F t�{!�� G u��Dab y k::::::::::::::::]� (A.4) 

s�{!�� G u��Dab W �*��� F z��Dab ::::::::::::::::]� (A.5) 

Y /&�� F ���� 2 &�� F ���� 2 &�� F �����
�[\ 1 GY |s�6��� F t�6��� G u�D} G u�D~ G u�D���

�[\
y %��

(A.6) 

s�6��� G u�D} W &��� F z�D} � s�6��� G u�D~ W &��� F z�D~ � s�6��� G u�D� W &��� F z�D� ::::::::::::::::::::::]� (A.7) 

2z�D} y ���� y z�D} � 2z�D~ y ���� y z�D~ � 2z�D� y ���� y z�D� ::::::::::::::::::::::::::]� (A.8) 

���� W k� ���� W k� ���� W k::::::::::::::::]� (A.9) 

�' F 	)�� y �����:::::P;:���� W ' F 	)��:k y �����::::::::::::::::::::::���I.�P�I :::::::::::::::::::::::::::::::::::::::::::]�
(A.10) 

���� y ������ G ������ F �������� 2 ����� !� F �������� ::::::::::::::::]� (A.11) 

������ G ����� !� y O::::::::::::::::::::::::]� (A.12) 

k y ������ y O� k y ����� !� y O:::::::::::::::::::::::::::::::::]� (A.13) 

k y ���� y ����"�# �:::::::::::::::::::::::::]� (A.14) 
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District 

Minimize    o�
s.t.             

2��� 2 ���� 2 ����� G /��� 2 ����� 1 G 	�� F r�85� G s���7�� F t���7�� G u�vD� y k:::::]� (A.15) 

s���7�� G u�vD� W 	*�� F z�vD�::::::::::::::::::]� (A.16) 

2z�vD� y r�85� y z�vD� :::::::::::::::::::::::::]� (A.17) 

Y ?&�� F ��� G &�� F ����� G &�� F ����@�
�[\ GY |s�6��� F t�6��� G u�D} G u�D���

�[\ y %� (A.18) 

s�6��� G u�D} W &��� F z�D} � s�6��� G u�D� W &��� F z�D�::::::::::::::::::::]� (A.19) 

2z�D} y ��� y z�D} � 2z�D� y ����� G ���� y z�D~ ::::::::::::::::::::::::::]� (A.20) 

��� y ����� G ����� F ������� 2 ���� !� F �������::::::::::::::]� (A.21) 

����� G ���� !� y O::::::::::::::::::::::::::]� (A.22) 

k y ����� y O� k y ���� !� y O:::::::::::::::::::::::::::::::::::]� (A.23) 

k y ��� y ���"�#:::::::::::::::::::::::::::]� (A.24) 

��� W k::::::::::::::::::::::::::::::::::::::::::::::::]� (A.25) 

���� A �)���� ����� A �)����::::::::::::::::::::::::::::::::::::::]� (A.26) 

Wind Power Plant 

Maximize    o���
s.t.             

����� G ����� 2 ����� F r�85� G s���7�� F t���7�� G u��D̀ aa y k:::::::::::::::::]� (A.27) 

s���7�� G u��D̀ aa W �*���� F z��D̀ aa :::::]� (A.28) 

2z��D̀ aa y r�85� y z��D̀ aa ::::::::::::::::::]� (A.29) 
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Y /&�� F ����� G &�� F �����1�
�[\ 2Y �s�6��� F t�6��� G u�D~ G u�D���

�[\ W %��� (A.30) 

s�6��� G u�D~ W &��� F z�D~ � s�6��� G u�D� W &��� F z�D� ::::::::::::::::::::::::]� (A.31) 

2z�D~ y ����� y z�D~ � 2z�D� y ����� G ���� y z�D~ ::::::::::::::::::::::::::::]� (A.32) 

�( F 	)�� y ����� �:::P;:����� W ( F 	)��:k y �����:�::::::::::::::::::::::���I.�P�I :::::::::::::::::]�
(A.33) 

����� W k� ����� W k� ���� W k::::::::::::::::::::::::::::]� (A.34) 

where ���� and ����� (kWh) are the portions of energy sold to the external grid by the TS and 

WPP, respectively, ���� and ��� (kWh) are the portions of energy purchased from the external grid 

by the TS and D, respectively,  ���� and ����� (kWh) are the portions sold to the D and generated 

by the PV panels of the TS and WPP, respectively, ' and ( are the coefficients defining the 

minimum amount of energy to be sold to D by TS and WPP, respectively, 	)�� (kWh) is the 

expected energy demand for D (for the moment, considered without uncertainty) at time step t, 

predicted by TS and WPP, �)��� and �)���� (kWh) are the energy portions, which TS and WPP are 

ready to sell to D at time step t. The variables ������, ����� !�,  ����� and ���� !� are binary 

variables, which take values 0 or 1 to indicate that the battery can either only be charged or 

discharged at time t. 

The coefficients β  and γ  in eqs. (A.10) and (A.33) allow regulating the energy exchanges 

between the microgrid agents, by imposing the minimum amount of energy that WPP and TS can 

supply to D under conditions of availability of wind and solar energy outputs, and promoting the 

local energy exchanges among the microgrid agents. 

The variables s���7��, s�6���, s�{!�� u��D̀ aa
, u��Dab , u�vD�, u�vDwx , u�D} , u�D~, u�D�, z��D̀ aa

, z��Dab , z�vD� , 

z�vDwx , z�D}, z�D~ and z�D� are dual or auxiliary variables needed to formulate  the linear counterpart 

of the RO problem [17].  These are forced to be greater than or equal to zero, similarly,  r�85�
and r�85M are auxiliary variables that are forced to be equal to one. t���7�� and t�6��� define the 

level of uncertainty considered in each optimization model (a zero value corresponds to the 

deterministic problem) and are such that k y t���7�� y O and k y t�6��� y � for the D and WPP, 
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and k y t���7�� y � and k y t�6��� y � for the TS. The upper limits of t���7�� and t�6���
indicate the maximum number of uncertain parameters handled by the RO formulated here 

above. The value of the uncertainty levels can be fixed and adjusted independently by each agent 

depending on the uncertainty related to different numerical case studies, i.e., ����7�� A O for the 

D and TS to account for the uncertainty in wind and PV power output in case of wind storms and 

associated lines failures, and ��6��� A � for D and WPP and ����7�� A � for TS to account for 

the uncertainty in energy demands and electricity prices. 

Note that the RO presents the advantage that it represents the uncertainty related to the variations 

of the operational or environmental conditions in terms of PI without making any assumption 

about the probabilistic distribution of the uncertainty. For example, for the WPP in the robust 

formulation the level of uncertainty �*���� can be defined as �*���� A /������+, 2 ������
,1c�, 

where ������+, and ������
, (kWh) are the upper and lower prediction bounds at time t, 

respectively. In this work, we take the mean of the PIs as point estimate of the wind energy 

output ����� in eq. (A.27). The point estimates of the other uncertain variables are the values 

calculated with the models of the individual components or other statistical data described in 

[22]. 

The RO problems are solved by using the optimization package CPLEX, implemented in Java 

code, which guaranty global optimality for mixed integer linear programming (MIP) problems 

(the iterative process of optimization in CPLEX is not illustrated in the paper: the interested 

reader may refer to [73] for further details). After optimization, the decisions are shared among 

the agents through the communication process indicated in the paper. 

A.2. Communication framework 

Figure. A1 depicts the communication interactions among the microgrid agents. It can be noted 

that the microgrid does not include an independent operator, responsible for coordinating, 

controlling and operating the electric power system or/and market, as in most of the actual power 

grids. Indeed, we assume that all coordination procedures are done in a decentralized manner 

through direct negotiation among the agents, similar to [10], [11]. However, to facilitate the 
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agents communications, an additional agent called Independent System Operator (ISO) is 

introduced in the model, similar to [74], assisting communication between microgrid agents.  

Figure. A1. Multi-layered interaction between agents [22]. 

The microgrid agents participate in the decision-making framework as illustrated in Figure. A2. 

For the sake of clarity, the hierarchy of decisions considered in this work gives priority to the 

energy producers, i.e., the TS and the WPP, to decide the renewable energy ���� and ����� that 

is available to be sold to the D, and the energy quantities ���� and ����� that are sold to the 

external grid at each time step t. These decisions are transmitted through the ISO agent to the D, 

which considers these decisions as constant parameters for its optimization problem (eqs. (A.15) 

and (A.18) in the expenses optimization for D). After the determination of other energy 

scheduling variables, such as ���: and ���, the D sets a bilateral agreement with the TS and the 

WPP in order to purchase ���� and :�����, respectively. The duration of the bilateral contract is 

assumed to be one hour.  
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Figure. A2. Example of agents communication at time step t [22]. 

Table A1 gathers the previsions of the operational conditions (i) made by the agents themselves 

and (ii) received from other agents through the ISO and (iii) the decision variables. 

Table A1. Previsions and decision variables. 

Previsions of the operational conditions D WWP TS 

(i) agent personal previsions* 	��� :&��� :&�� ������ :&��; &�� 	���� :����� :&��� :&��� :&��
(ii) previsions received from other agents through ISO ����� :����� - - 
(iii) decision variables based on the above previsions ���� :��� ������ :����� ����� :����� :����� :����
* Personal previsions of agents are represented by PIs for RO and point predictions for the deterministic optimization. 

Note that the adopted hierarchical decision scheme allows, on the one hand, the TS and the WPP 

increasing their revenues by deciding which amount of energy to sell to the D or to the external 

grid using the most profitable actions planning; on the other hand, it gives the possibility to the D 
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to purchase the emissions-free and less expensive energy generated by the TS and WPP in the 

microgrid. 

A.3. Uncertainties in energy management 

The expenses and revenues of each agent, and the global reliability of the microgrid are affected 

by uncertain parameters, such as the energy outputs from renewable generators ���� and �����, 

the energy demands of the consumers 	��� and 	��, and the electricity prices &��, &�� and &��. This 

section illustrates the procedure used to account for these uncertainties. 

A.3.1. Energy output of renewable energy generators

The energy outputs from the renewable generators are affected by the variability of the 

renewable sources of energy, i.e., wind for WPP and solar irradiation for PV. 

As discussed previously, the uncertainty related to the availability of the wind energy output 

����� is described by PIs, estimated by a multi-perceptron NN [27]. The PIs are optimized in 

terms of maximum CP and minimum PIW. A multi-objective genetic algorithm (namely, NSGA-

II) is used to find the optimal parameters (weights and biases) of the NN. Pareto-optimal solution 

sets of several non-dominated solutions with respect to the two objectives (CP and PIW), are 

generated. 

As presented in Section 3, the expected value of PV energy output ���� is simulated based on the 

solar irradiation and technical specification of PV module [33], [34]. In absence of a prediction 

model for the PV energy output, the related uncertainty is described by intervals, whose lower 

and upper bounds are symmetric around the expected value of PV energy output. The width of 

the interval is selected to account for the variability of the PV energy output in the time period 

considered. 

The actual energy output of renewable generators is also affected by mechanical failures, which 

may lead to periods of production unavailability during the subsequent repairs. A description of 

this effect is given by the compound quantitative indicator called technical unavailability [75]. 

Mechanical failures of generation units of the same type are, for simplicity, assumed to be 

independent from each other: no common causes for failures are considered. Moreover, no 

particular reduction of energy production due to units degradation has been considered: only two 

states are possible, i.e., 100% of technical availability and 0% during the repair upon a failure. 
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Failure and repair times are assumed to follow exponential distributions, considering the useful 

life of the components. For the numerical application of this paper, the Mean Time To Failure 

(MTTF) and Mean Time To Repair (MTTR) of the wind energy generation units have been 

taken equal to 1920 h and 25 h, respectively [76]. The failures of the power electronics parts are 

major contributors to the reliability problem and represent about 40% of the annual failure 

frequency for the wind turbines, based on long-term feedback experience [40], which is almost 

two times higher than the annual frequency of other wind turbine components. For the sake of 

simplicity, in this research we used the term ‘mechanical failure’ to represent all types of failures 

of the wind turbines and the generators. 

Failure times and repair durations are simulated by sampling from the exponential distribution of 

failure and repair times for the given MTTF and MTTR values, with the inverse transform 

technique [77]. 

A.3.2. Energy demand  

Similar to the wind energy output,  PIs accounting for the variability of the energy demands 	���
and 	��, are used as estimated a NSGA – trained NN [27].  

A.3.3. Electricity prices

Similar to the PV energy output, the uncertainty related to the variability of electricity prices &��, 

&�� and &�� is accounted for in the form of intervals, whose lower and upper bounds are symmetric 

around the expected value of each variable. The width of the intervals is selected to account for 

the fluctuations of these variables in the time period considered. 
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